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Sr. SRE/DevOps Engineer

PROFESSIONAL OBJECTIVE:	
A dynamic and self-motivated SRE/DevOps Engineer, dedicated to leveraging skills in automation, scalability, and performance optimization to drive operational excellence. Passionate about creating robust, resilient systems and contributing to process improvements that enhance reliability and efficiency. Eager to add value by staying current with emerging trends and technologies to ensure innovative solutions that align with the company’s goals for growth and success.

EXPERIENCE SUMMARY:	
· Over 13 years of experience in Building, Installation, Administration, System monitoring, Performance Tuning, Troubleshooting, Maintenance of various DevOps tools such as Kubernetes, Docker, Jenkins, AWS, GCP, Azure HashiCorp Vault, Terraform, Helm.
· Configured and deployed Azure Automation scripts for applications utilizing the Azure stack that includes compute, blobs, ADF, Azure Data Lake, Azure Data Factory, Azure SQL, Cloud services and ARM and utilities focusing on Automation.
· Demonstrated ability in troubleshooting distributed systems, including CDNs, Kubernetes clusters, databases, and traffic replication, ensuring high availability and fault tolerance.
· Expert knowledge of CI/CD tools (Jenkins, Spinnaker, TeamCity) and environment configuration and automation (AWS CloudFormation, Terraform, Ansible etc.,)
· Hands on experience working with Amazon AWS cloud creating EC2 instances, CloudFormation, VPC, ELB, ASG, Security groups, S3, EBS, CloudFront, AWS Glue etc.,
· Implemented HashiCorp Vault as the central secrets management system across multiple environments (development, staging, production), securing sensitive information and ensuring compliance with organizational security policies.
· Developed automated workflows for key rotation and secret renewal using Vault’s API, reducing the risk of unauthorized access by enforcing frequent, automated credential changes.
· Experience configuring Azure App services, Azure Application insights, Azure Application gateway, Azure DNS, Azure Traffic manager, App services, Analyzing Azure Networks with Azure Network Watcher, Implementing Azure Site Recovery, Azure stack, Azure Backup and Azure Automation.

· Experience in writing Infrastructure as a Code (IAC) in Terraform and creating its reusable modules in Azure, GCP and AWS Cloud environments with Terraform key features such as Infrastructure as a code, Execution plans, Resource Graphs, Change Automation.
· Worked with Salesforce integration with Java micro services for user provisioning and SSO authentication for end users.
· Automated secrets distribution using HashiCorp Vault and Ansible, ensuring that applications across AWS and GCP environments securely received updated credentials without manual intervention.
· Utilized HashiCorp Vault’s dynamic secrets feature to create short-lived database credentials, reducing the risk of long-lived secrets being exposed or misused.
· Led incident response for Vault-related issues, including root cause analysis and remediation strategies to prevent recurrence, reducing downtime and ensuring availability of critical security services.
· For HashiCorp Vault backup and recovery, created automated scripts to ensure regular, secure backups, and reliable recovery in case of data loss.
· Adept at optimizing resource utilization and cost management in cloud environments through autoscaling, instance selection, and performance tuning, resulting in cost savings.
· Enhanced developer productivity by integrating tools and workflows into IDPs, providing self-service capabilities and reducing time-to-market for new features.
· Expert knowledge of monitoring and logging systems. Created Centralized Observability Stack on GCP which includes Grafana, Prometheus, Mimir, Loki using Terraform.
· Installing Kubernetes on AWS cloud platform using KOPS, AKS, EKS and Kube-AWS with CloudFormation templates customization.
· Collaborated with cross-functional teams to define and enforce best practices in Cloud Native Operational Excellence (CNOE), contributing to enhanced security, performance, and operational visibility.
· Capable of leading SRE best practice initiatives within the team, such as blameless postmortems, SLI/SLO implementation, and error budgeting, fostering a proactive approach to system reliability.
· Implemented High Availability for Kubernetes cluster for master components (ETCD, Api Server, controller etc.,).
· Created Autoscaling groups for worker nodes based on the performance of the cluster using pod horizontal scaling (HPA) with custom metrics.
· Hands-on experience in handling services & applications like DNS Bind, DHCP, SSL, SSH and Apache, Load Balancing, HA Proxy, Version Controls like Git & GitHub, TFS, Nginx, TeamCity, Jenkins Continuous Integration on Linux machines.
· Written python scripts to copy S3 objects from one region to other using Lambda Function and automated using lambda trigger events.

· Monitoring, troubleshooting the performance related Events like disk space, volumes, Https, site down, Load Average, free memory, CPU Usage, Processes etc. Alerts generated in monitoring tools like Nagios.
· Performing L1 & L2 level full lifecycle Triage for all Events on production Linux servers including incident logging, troubleshooting, finding root cause, updating process Documentation.
· Experience in creating Incident tickets by using ticketing tools like JIRA, Remedy, Service Now for different severity levels & priorities.
· Supported back-end databases for applications developed using Oracle BRM with SQL, PL/SQL coding includes stored procedures, triggers, cursors, functions, packages, UNIX Shell Scripting, Indexes, Logical and Physical database design to implement the business logic.
· Worked in different projects and domains like Telecomm, Healthcare, Finance with a large number of servers.

TECHNICAL PROFICIENCY:	

· Ticketing tool	JIRA tool, ServiceNow
· Databases	Oracle, MySQL, Cassandra,Postgres, Redis
· Secrets Management	HashiCorp Vault, AWS Secrets Manager
· Virtualization & containerization	VMWARE 5.5, Docker, Kubernetes
· Cloud	AWS, GCP, Azure
· Automation Tool	Ansible, Terraform, CloudFormation, Chef
· Continuous Integration	Jenkins, TeamCity, Spinnaker, ArgoCD,
· Scripting Languages	Bash Scripting, Python, SQL, PLSQL
· Protocols & File Systems	DNS Bind, DHCP, FTP, NFS, HTTPS, SSH
· Web Technologies/Programming		Servlets, JDBC, JSP, XML, HTML, .Net, Languages	Java Script, C, C++, Perl, Python, Shell
· Web/Application Server	IIS, Tomcat, Apache

PROFESSIONAL EXPERIENCE:	

AlphaSense Inc. New York, New York	Sept 2019 to Till Date Sr. SRE/DevOps Engineer
Responsibilities:

· Leveraged Azure services such as Azure Resource Manager (ARM) templates and terraform to provision, configure, and maintain scalable, secure cloud environments for various applications.
· Developed automation scripts and infrastructure-as-code (IaC) with
Terraform and Ansible, reducing manual tasks.
· Created end-to-end continuous integration and continuous delivery (CI/CD) pipelines using Azure DevOps for a retail application managing Cart, Checkout, and Order Management microservices. Automated build, test, and

deployment processes, ensuring seamless delivery across development, testing, and production environments.
· Optimized system reliability by configuring Kubernetes clusters and managing container orchestration, improving deployment efficiency.
· Deployed and managed monitoring solutions with Prometheus, Grafana, and ELK for proactive alerting and performance insights, decreasing incident response time.
· Deployed Java, NodeJS, Python applications on Kubernetes clusters using continuous integration and deployment tools.
· Integrated HashiCorp Vault with CI/CD pipelines to securely inject secrets into deployments, removing hard-coded secrets from source code and achieving a streamlined and secure release process.
· Designed access control policies using HashiCorp Vault’s policy engine, restricting access to secrets based on role-based access control (RBAC) and ensuring only authorized users and services could access sensitive data.
· Collaborated with security and compliance teams to set up detailed audit logging and monitoring of Vault activity, providing traceable records for all secrets access and meeting regulatory requirements.
· Capable of leading SRE best practice initiatives within the team, such as blameless postmortems, SLI/SLO implementation, and error budgeting, fostering a proactive approach to system reliability.
· Migrate platform legacy services to Kubernetes cluster on Dev, RC and Prod environments in GCP, Azure.
· Created Templates for Azure Infrastructure as code using Terraform to build staging and production environments. Integrated Azure Log Analytics with Azure VMs for monitoring the log files, store them and track metrics and used Terraform as a tool, managed different infrastructure resources Cloud, VMware, and Docker containers.
· Developed Jenkins files[looper] using Groovy to create multi-stage, parallel execution pipelines for faster feedback loops and higher throughput. Integrated these pipelines with Azure services such as App Service and AKS for deployment.
· Written lot of Jenkins job using bash scripting for day-to-day SQL operations tasks for dev teams.
· Developed Infrastructure as Code (IaC) solutions using Terraform for provisioning Azure resources like Virtual Networks, Storage Accounts, Virtual Machines, and Application Gateways. Automated the entire infrastructure lifecycle management (provisioning, scaling, and destruction) across multiple environments (Development, Staging, Production).
· Implement end-to-end automation for infrastructure provisioning, testing, deployment, and monitoring to support CNOE principles, ensuring rapid, consistent, and error-free workflows. Utilize Terraform and CI/CD pipelines to meet CNOE standards for automation.
· Perform post mortems on significant incidents and establish alerts to prevent their recurrence.

· Developed Grafana dashboards to monitor Kubernetes resources and overall application performance in GCP.
· Integrated new client SSO authentication for Alpha-Sense platform access for various SSO providers like Okta, ADFS, Azure.
· Worked on migrating Kubernetes services from Spinnaker to ArgoCD for continuous integration.
· Created and maintained Continuous Integration (CI) using tools Azure DevOps over multiple environments to facilitate an agile development process which is automated and repeatable, enabling teams to safely deploy code in Azure Kubernetes Services (AKS) by YAML scripting.
· Collaborated with software development teams to embed reliability best practices in application design, reducing post-deployment incidents.
· Provided on-call support and participated in the 24/7 incident response rotation to maintain system uptime and reliability.
· Migrated internal applications to Okta SAML for Single Sign on access for internal users.
· Support production issues by identifying and providing root cause analysis.
· Involved in cost optimization of cloud resources and provided the team with an efficient way of utilizing the required resources for individual services of application.
· Providing SSO support for the clients with authentication errors while using the platform.
· Monitored and audited system logs for security breaches, reducing vulnerabilities and improving audit readiness.
· Managed and scaled databases, ensuring optimal performance and availability for distributed systems.
· Created and maintained on-call incident response runbooks, reducing mean time to recovery (MTTR).
· Led post-incident reviews and implemented corrective measures, achieving reduction in recurrent incidents.
· Worked on creating alerts and runbooks for the application services using the Prometheus Metrics.

Environments: AWS, GCP, Azure, Java, Python,KOPS, Enterprise SAAS.

CareerBuilder, Irvine, California	July 2017 to Sept 2019 Sr. DevOps Engineer
Responsibilities:

· Design, build and manage various Amazon Web Services using integration and configuration management tools like Terraform, Jenkins, Ansible/Puppet.
· Design and implementation of application migration from legacy environment to AWS.
· Using Atlassian tools like Bitbucket, JIRA, Confluence, Slack for code base and internal communication.

· Using various monitoring and logging systems like ELK, CloudWatch, Sumo Logic, Grafana.
· Worked on AWS CloudFront for content delivery network and to restrict access as per USA Sanction (OFAC).
· Setup complete infrastructure for BI team using AWS Glue service.
· Created various AWS cost analysis reports using cost explorer to reduce the cost by optimizing and co hosting the resources.
· Worked on setting the vault to store secrets required for application code and infra-code.
· Using Consul service for service discovery for infrastructure components and other application processes.
· Written ansible playbooks for AWS Code deploy, AWS-CLI, Jenkins and other software packages.
· Handling all user and access management for the new and existing users.
· Collaborated with Development and Support teams to set up a CD (Continuous Delivery) environment with the use of AWS services, continuous build and delivery tools.
· Troubleshooting deployment and configuration issues and supporting the development teams for infrastructure requirements.
Environments: AWS, Reddis, NodeJS, MySQL, Perl, Ubuntu, Windows.

Cal Soft Labs, San Diego, California	Aug 2016 to July 2017 Client: QualComm
DevOps Engineer Responsibilities:

· Worked on Cloud Technologies, Virtual Machines, Amazon Web Services, GCP
· Build automation and automated deployment using CloudFormation, Kubernetes, Docker.
· Building and maintaining Continuous Delivery pipelines.
· Worked on CI/CD using TeamCity and Jenkins.
· Worked on Version Control Management tools like TFS, Git & GitHub.
· Worked on infrastructure with Docker containerization and Kubernetes.
· Setup infrastructure and configuration management systems using Ansible.
· Gathering Information from the Clients and providing consultation by performing POC and setup the Build/Deployment and Release Management.
· Worked on message queuing systems like zookeeper and Kafka.
· Deployed various databases and applications using Kubernetes cluster management some of the services are MySQL, MongoDB, Redis, Nodejs app, nginx etc.,
· Automated the Build Process using TeamCity.
Environments: AWS, Kubernetes, Docker, Kafka, Zookeeper, MongoDB, Reddis, Nodejs, CoreOS, Debian.
Tech Mahindra, Hyderabad, India.	Jan 2010 - Dec 2014

Worked for Clients: Wi-tribe, Swisscom, GE

Role: Sr. Software Engineer Responsibilities:

· Worked on Amazon Web Services and maintained EC2 instances, Databases, Auto Scaling, Storage, Logging and Monitoring etc.,
· Maintained git repositories for DevOps environment: automation code and configuration modules.
· Write Build scripts, Monitoring & Audit Scripts and Maintain it in Stash server (git).
· Created containers for NodeJS API and client applications using Docker containerization.
· Responsible for resolving the build issues in case of any build's failure.
· Building software and systems to manage infrastructure and applications through automation.
· Deployment, support and monitoring of new platforms and application stacks.
· Provided systems administration, monitoring, maintenance, deployments, troubleshooting and automation services.
· Installed Oracle RAC cluster and written scripts for automation of daily jobs.
· Deployed Java applications/Web-services using CI/CD tools like Jenkins, Puppet in standalone and clustered environments.
· Oracle DBA production support on Solaris, Linux, HP. Mostly physical database tuning and Housekeeping Actives.
· Set up Standby database, implemented and administered Data Guard for higher availability and Disaster recovery.
· Installed Jenkins on a Linux machine and created a master and slave configuration to implement multiple parallel builds through a build farm
· Extensive participation in successful builds deployment and maintenance for java applications on Oracle WebLogic servers.
· Keeping account of server logs and application logs during deployment or other Failures.
· Involved in executing scripts on Oracle Developer as mentioned in the migration document.
· Automated the Build Process using TeamCity.
Environments: SVN, ANT, Maven, Jenkins, Nexus, Shell Scripts, Perl Scripts, WebLogic server, SVN, CVS, ANT, Tomcat.

PROFESSIONAL CERTIFICATIONS:	
· Oracle 11g Certified Associate
ACADEMIC QUALIFICATION:	
· Master's in computer information systems from University of Central Missouri, Missouri.
· Bachelor of Science (Computer Science) from Nizam College (Affiliated to Osmania University), Hyderabad, India.
