Bandla
Snowflake Consultant

Professional Summary:
· Having 14 years of experience in designing & developing Data Warehouse solutions in Teradata, Informatica, Azure Data Factory, Azure Databricks, PySpark, Python, Snowflake Multi-Cluster architecture and components.
· Extensively worked on data migration/data ingestion from on-premises to the cloud using Snowflake, DBT and AWS S3.
· Currently at EA Group, leading the migration of on-premises data to Snowflake cloud data lakes using Matillion and AWS DMS.
· Experience with ServiceNow ticketing tool for Incidents management.
· Provide documentation for repetitive issues and fix.
· Have good knowledge of Python language.
· Extensively worked on PIPELINE scripts, data ingestion and unit testing.
· Good understanding of Entities, entity relations and diverse types of tables (Transient, Permanent and Temporary) in snowflake database.
· Extensive work experience in Bulk loading using Copy command.
· Worked on Snow pipe, Tasks, streams, and procedures in Snowflake.
· Experience in creating complex views to extract data from multiple tables.
· Have good knowledge of Snow pipe and Snow SQL.
· Experience with Snowflake DB and Azure for continuous data load using Snow pipe.
· Consuming feeds from cloud storage accounts like AWS S3 bucket, Azure blob. Creating separate folders for each environment in S3/Azure and then creating data files for external teams.
· Splitting bigger files based on the record count by using split function in AWS S3.
· Experience in querying External stages (S3)/Azure data and load into snowflake tables.
· Experience in using Snowflake zero copy Clone, SWAP, Time Travel features of SF.
· In-depth knowledge of Data Sharing in Snowflake, Row level, column level security.
· Clear understanding of Snowflakes advanced concepts like virtual warehouses, query performance using micro- partitions and Tuning.
· Define virtual warehouse sizing based on the type of workloads.
· Develop transformation logic using Snow pipe for continuous data loads.
· Have good knowledge of Python and UNIX shell scripting.
· Demonstrated leadership in mentoring junior team members and collaborating with cross-functional teams to achieve project objectives.
· Experience in creating BTEQ, FLOAD, MLOAD, FAST EXPORT and have good knowledge about TPUMP and TPT.
· Observed the usage of SI, JI, HI, PI, PPI, MPPI and compression on various tables.
· Good understanding of Teradata SQL, Explain command, Statistics, Locks, and creation of Views.
· Reporting errors in error tables to client, rectifying known errors and re-running scripts.
· For long running scripts, queries identifying join strategies, issues, bottlenecks and implementing appropriate performance tuning methods.


Qualification:
· Bachelor of Science from Acharya Nagarjuna University, INDIA, 2006

Tech Skills:
	 Cloud Platform
	Azure Data Factory v2, Azure Blob Storage, Azure Data Lake Gen 1 & Gen 2, Azure SQL DB, AWS, Snowflake, Redshift, Teradata Vantage, Terraform, IICS

	Hadoop Distributions
	Apache Hadoop 1x/2x, Cloudera CDP, Hortonworks HDP.

	Languages
	Python, Scala, Pig Latin, HiveQL, Shell Scripting.

	Software Methodologies
	Agile, SDLC Waterfall.

	Databases
	MS SQL Server 2016-2008 R2, Oracle 12c, My SQL, MS Access, NoSQL DB: MongoDB, Azure SQL Datawarehouse, Teradata

	NoSQL
	HBase, MongoDB.

	ETL/BI
	Power BI, Tableau, Informatica,Teradata Viewpoint

	Version control
	GIT, SVN, Bitbucket.

	Operating Systems
	Windows (XP/7/8/10), Linux (Unix, Ubuntu), Mac OS.



Professional Experience:
Client: Electronic Arts Inc, Austin, TX
Position: Snowflake Consultant							                                      Nov’23 to till date.
Responsibilities:
· Following Agile (Scrum) Methodology for developing application development. 
· Impact analysis for business enhancements and Detail Design documents preparation. 
· Participating in sprint calls, working closely with Product manager on gathering the requirements.
· Good exposure to continuous Integration/deployment and Delivery tools. Supported the deployments in release of DevOps CI/CD tools like Jenkins, GitHub, Terraform etc.,
· Implemented data ingestion strategies in Snowflake using Storage integration, stages, pipes, streams, and external table.
· Hands on Streaming structure semi structure data processing and Provide data pipeline solution options in Snowflake. Worked on Streams, optimizer, data sharing, Tasks in Snow Pipe. Using Virtual warehouses, query performance using micro partitions.
· Worked on the DBT to connect snowflake DB and create the models to transform the data and Used data vault for initial and incremental loads. 
· Good exposure on Snow pipe configuration for continuous data ingestion. Hands on experience in Virtual warehouses in multi cluster ware house and Auto scaling.
· Hands on Time travel, Fail Safe, Data streams, Tasks, Cloning, Data Masking, Data Sharing, Query pruning concepts in snowflake. Worked on user stage, table stage, Named stage, External stage in Snowflake.
· Create and maintain diverse types of Snowflake objects like transient, temp and permanent.
· Worked on Snow SQL and Snow pipe, Converted Oracle jobs into SF scripts(.json) to support the snowflake functionality.
· Created Snow pipe for continuous data loads/data ingestion from AWS to SF, Used COPY for bulk data loads.
· Involved in End-to-End migration of 80+ Objects from Oracle server to Snowflake, Data moved from Oracle Server to AWS snowflake internal stage with copy options.
· Converted around one hundred view queries from Oracle server to snowflake compatibility and created several secure views for downstream applications.
· Constructing enhancements Snowflake, PIPELINE scripts.
· Used COPY to bulk load the data from S3 to SF tables.
· By Using Terraform monitoring infrastructure resources, handling updates or modifications to infrastructure configurations, managing drifts between desired and actual states, and addressing issues or failures that may arise during deployments or operations. 
· Define virtual warehouse sizing for Snowflake for several types of workloads.
· Involved in Zero Copy cloning – Cloning databases for Dev and QA environments.
· Experienced in Continuous Data Protection Lifecycle: Time Travel, Fail-Safe zone.
· Worked of streams, Secure Views and Materialized View.
· Worked in Query Performance tuning of sessions, mappings, writing complex SQL Procedures, functions to extract, transform and Load data. Performed troubleshooting analysis and resolution of critical issues.
· Worked on GitHub to automate the deployment of Snowflake changes to our production environment and include promote changes from development or staging environments.
· Validating the code from team members before migrating to higher environments.

Environment: Teradata, Oracle, Snowflake, Unix, AWS, Redshift, Airflow, Terraform,IICS

Client: Apple, Austin,TX
Position: Snowflake Consultant						                                                       Apr'21 to Sep'23.
Responsibilities:
· Developing ETL pipelines in and out of data warehouses using a combination of Python and Snowflakes Snow SQL Writing SQL queries against Snowflake. 
· Developing and optimizing ETL (Extract, Transform, Load) processes within Snowflake. This includes integrating data from various sources (internal and external) into Snowflake using Snowflake's capabilities such as Snow pipe, Streams, and tasks.
· Proficient in Design and Development of process required to Extract, Transform and Load data into the Data warehouse using Snowflake Cloud Database and AWS S3.
· Expertise in Building/Migrating data warehouse on Snowflake cloud database.
· Played a key role in Migrating Oracle objects into Snowflake Environment Using 
· AWS Services.
· Expertise in working with Snowflake Snow pipes, Internal/External Stages, Clone, Tasks and Streams.
· Used COPY, LIST, PUT and GET commands for validating internal and external stage files and used import and export from internal stage (Snowflake) VS external stage (S3Bucket).
· Define virtual warehouse sizing for Snowflake for several types of workloads. Performed data quality analysis using Snow SQL.
· Testing code changes with all possible negative scenarios and documenting test results.
· Implemented coding standards defined by snowflake.
· Supporting downstream applications with their production data load issues

Environment: Teradata, Oracle, Snowflake, Unix, AWS,PL\SQL

Client: Enbridge, India
Position: Data Engineer							                                                      Dec'20 to Mar'21.
Responsibilities:
· Good experience in creating Azure Data factory pipelines and writing Azure Data.
· Azure Data Bricks notebooks in Pyspark and SQL to compute huge volumes of data in Azure
· Data Lake Store Created Notebooks in Azure Data bricks to transform the data based on the given requirement and ingest the data into Azure SQL Database.
· Ensuring the credentials required to connect to the data sources are secured using Azure Key Vault.
· Developed table, matrix and score cards to represents datacenter deployments over the time.
· Building the Pipelines to copy the data from source to destination in Azure Data Factory (ADF V2).
· Creating Data factories in Azure Data Factory.
· Successfully creating Linked Services on the source and as well for the destination servers.
· Created automated workflows with the help of triggers.
· Scheduled jobs in Flows and ADF Pipelines.
· Migrating the data from different sources to the destination with the help of ADF V2.
· Developed different reports to show the active, in progress, hold, cancelled tickets at deployment and ticket level to track the status of the deployment.
· Expertise in DDL, DML, DQL commands in SQL Server.
· Involved in creating the SQL objects like tables, joins, set operators and views.
· Involved in creating the temporary tables, table variables, ranking functions and common table expressions.
Environment: Azure, PySpark, SQL Server, ADF

Client: GSK, India
Position: Teradata Consultant						                                                      Apr'16 to Nov'20.
Responsibilities:
· Developed SQL scripts using BTEQ, Fast Export and MLOAD to load the data from source files into the staging area according to the business scenarios.
·  Prepared TIP (Technical Installation Plan) for the code movement in SIT, UAT and PROD regions by collecting the inputs from all the team members.
· Worked effectively by coordinating with Customer to understand the requirements of the project.
· Coordinated with different teams/vendors to track the status of the work on daily basis for delivering the work.
· Involved in SQL code development, DDL preparations, tuning task and assigning roles to new users.
·  Involved in gathering the requirements of the projects.
· Involved in understanding Business and data needs and analyze multiple data sources and document data mapping to meet those needs.
· Developed SQL scripts using BTEQ, Fast Export and MLOAD to load the data from source files into the staging area according to the business scenarios.
·  Prepared TIP (Technical Installation Plan) for the code movement in SIT, UAT and PROD regions by collecting the inputs from all the team members.
· Worked effectively by coordinating with Customer to understand the requirements of the project.
· Coordinated with different teams/vendors to track the status of the work on daily basis for delivering the work.
· Involved in SQL code development, DDL preparations, tuning task and assigning roles to new users.
·  Involved in gathering the requirements of the projects.
· Involved in understanding Business and data needs and analyze multiple data sources and document data mapping to meet those needs.
· Analyzed and suggested PI for highly skewed tables by changing primary index to minimize skewness and manage space.
· Collected Stats to improve query performance.
· Worked with ETL team on batch job failures, blockings, unlocking Fast load and multi-load locks, deadlocks.
· Worked on Incident management and Problem management.
· Created documents (SOP) and presentations on Admin tasks, Lowe’s Teradata architecture for other teams.
Environment: Teradata, Oracle, Unix, Informatica, Service Now, Autosys

Client: OCBC Bank, Kuala Lumpur
Position: Teradata Developer						                                                       Feb'18 to July'18.
Responsibilities:
· Designing, developing, testing, and deploying ETL processes using Teradata tools such as Teradata Parallel Transporter (TPT), Teradata utilities, BTEQ, etc.
· Collaborating with data modelers and architects to design efficient data models that support both current and future business needs.
· Optimizing ETL processes and SQL queries for performance, ensuring efficient data extraction, transformation, and loading.
· Managing changes to ETL processes and data models in response to business or regulatory changes.
· Ensuring data quality standards are maintained throughout the ETL process.
· Documenting ETL processes, data mappings, and transformations. Ensuring compliance with regulatory requirements such as GDPR, CCPA, or banking-specific regulations.
· Proactively identifying opportunities to enhance ETL processes, automate repetitive tasks, and improve overall efficiency. 
· Staying updated with industry best practices and new Teradata features.
· Involved in unit testing and preparing test cases.
Environment: Teradata, Oracle, Unix, DataStage, Control-M

Client: GE HealthCare (GAMS System), India
Position: Teradata Developer						                                                     Nov'13 to Mar'16.
Responsibilities:
· Engaged in Data Analysis and Validation before loading the data in Data Warehouse.
· Involved in requirements gathering and design by attending User calls and prepared user stories.
· Implemented Various ETL logic to move the data from Source (Relational and Flat Files) to Teradata database using Informatica power center.
· Created Teradata utility scripts (BTEQ, MLOAD, and FLOAD) to move the data in Teradata Database.
· Developed ETL solutions with help of Architects to provide the accurate details to users from data warehouse and data mart.

Environment:  Teradata, Oracle, UNIX, INFORMATICA

Client: Coca-Cola, India
Position: Programmer Analyst						                                                   May ’10 to Sept'13
Responsibilities:
· Extensively worked in data Extraction, Transformation and Loading from source to target system using BTEQ, Fast Load and Multiload.
· Involved in writing scripts for loading data to target data warehouse for BTEQ, Fast Load and Multiload. 
· Involved writing the scripts using Teradata SQL and ANSI SQL as per requirements. 
· Involved in running ad-hoc and analytical queries.
· Involved in data validation process.
· Involved in Production support to monitor Coca-Cola production jobs.
· Involved in generating daily, weekly, monthly sales reports.
· Involved in scheduling jobs by using JSC and Conman Composer Commands.
· Involved in moving data from source to target with data schedulers by using FTP.
· Provided on-call trouble-shooting support for all applications.
· Responsible in the client discussion on the issues, enhancements and specific code release on weekly basis.
· Fixing Production issues by creating ad-hoc bteq and UNIX scripts.
· Resolved tickets issued by clients based on severity. Working on production tickets and in user tickets such as missing data.
· Investigated the failures, analyses them, and provided knowledge transfer to the team.
Environment:  Teradata, Oracle, Unix, Tivoli JSC


