Manikantha 
Professional Summary: 
· 11+ years of experience in IT, with 10+ years of experience as a Data Engineer/ Analyst, working to transform raw data into actionable strategic knowledge to gain insight into business processes, and thereby guide strategic and tactical decision-making.

· Proficient in leveraging cloud technologies such as Amazon Web Services (AWS) and Microsoft Azure, Google Cloud Platform (GCP) to design, implement, and optimize pipelines, demonstrating a track record of effectively utilizing various services to streamline processes and enhance operational efficiency.
· Experience working with RDBMS including Oracle/ DB2, SQL Server, PostgreSQL 9.x, MS Access, and Teradata for faster access to data on HDFS. NoSQL databases like Dynamo DB (NoSQL).
· Extensive experience in Data Mining solutions to various business problems and generating data visualizations using Tableau, PowerBI, Birst, Alteryx.

· Developed solutions using Alteryx tool to provide the data for the dashboard in formats that include JSON, csv, excel. Experience in working with business intelligence and data warehouse software, including SSAS/SSRS/SSIS, Business Objects, Amazon Redshift, Azure Data Warehouse and Teradata. 
· Working experience in data analysis techniques using Python libraries like NumPy, Pandas, SciPy and visualization libraries of Python like Seaborn data modeling, Matplotlib.
· Worked on big data technologies like Hadoop/ HDFS, Spark, MapReduce, Pig, Hive, Scoop to extract and load data of various heterogeneous sources like Oracle, flat files, XML, other streaming data sources into EDW and transform for analysis (ETL/ELT).
· Experience in AGILE (Scrum) Methodology, Kanban, participating in daily scrum meetings, and being actively involved in sprint planning and product backlog creation.
Technical Skills:
· Programming Languages: Python, UNIX shell scripting, PERL, Visual Basic, T-SQL, PL/SQL, C#, Hive, Spark, HiveQL, Lua, ADO.NET, AJAX, DHTML, CSS, and ASP.NET
· Tools: SQL Workbench, Teradata SQL Assistant, Putty, SSIS, SSAS, SAP Crystal Reports, TOAD, SQL Developer, Bit bucket, Lucid suite, Confluence, Jira, Lexis Nexis, Bamboo, Azure functions, Power BI Desktop, GIT, IBM UCD, DBT, Splunk, Airflow, Qualtrics, SAS Enterprise Guide
· AWS Stack: S3, Dynamo DB(NoSQL), CodeCommit, CodeDeploy, EC2, Lambda, Serverless, CodePipeline, CloudWatch, API Gateway, Kinesis stream, ECS
· Big Data Technologies: HDFS, Scoop, Flume, Oozie, PySpark, Data Lake, HBase, Redshift, Kafka, YARN, Spark Streaming, ML Lib, ZooKeeper

· Data Analysis libraries: Pandas, NumPy, Scikit-Learn
· Data Modeling Tools: Toad Data Modeler, SQL Server Management Studio, MS Visio, SAP Power designer, Erwin 9.x, Oracle Data Integrator (ODI)
· Databases: Teradata, SQL Server, PostgreSQL, Oracle12c/11g/10g/9i, MS Access 2016/2010, Hive, SQL Server 2014/2016, Cosmos DB, Mongo DB, Amazon Redshift, Azure SQL Database, Snowflake database, Dynamo DB (NoSQL)
· Reporting Tools: Crystal reports XI/2013, SSRS, Business Objects 5.x/ 6.x, Tableau, Informatica Power Center

· Cloud Technologies: Amazon Web Services (AWS), Microsoft Azure, Amazon EC2, Azure Synapse, Azure Data Factory (ADF), Azure SQL, Data Vault, GCP(Google Cloud Platform), BigQuery, Dataflow, Dataproc, Pub/Sub, and Cloud Storage
· Analytics: Alteryx, Tableau, Power BI, MS Excel

· Project Execution Methodologies: Agile, Scrum, Lean Six Sigma, Ralph Kimball & Bill Inmon data warehousing methodology.
· BI Tools: Alteryx, Tableau, Birst, Power BI, SAP Business Objects, SAP Business Intelligence, SSRS
· Operating Systems: Windows Server 2012 R2/2016, UNIX, CentOS

Professional Experience:
Client: Cox Automotive, Atlanta, GA


        
                       April 2021- Current
Data Engineer/Analyst
· Work with UI/UX team to review the wireframes as per the business requirements and during the development phase.

· Build the data mapping for the system design using NoSQL workbench, excel for the Dynamo DB (NoSQL) to store and retrieve the API data sent from the applications, both upstream and down streams.

· Work with the ETL team to review the transformed data to be stored in the Dynamo DB (NoSQL) and Oracle database.

· Work on new automation process to streamline the workflows using the Apache Airflow and schedule the daily loads. Work on developing datasets to load the data to Collibra, data lake for the organization.
· Improve systems by studying current practices and designing modifications. Build mobile application BFF using Lucid chart/ suite. 
· Collaborated with cross-functional teams to design and implement data pipelines, leveraging Python, Snowflake, and AWS Lambda to orchestrate data ingestion and processing workflows.
· Worked with architecture team in designing the Central Dispatch data models and schema using Lucid charts/suite and be able to transform business needs to the requirements for building fact/dimension tables.

· Define project technical requirements, identify project milestones, phases, and elements.

· Monitor project progress by tracking activities. Collaborate & work with offshore team.
· Analyze the data pulled from Splunk build reports on Kibana dashboard.

· Built databricks scripts to transform the source data and load it to snowflake using Databricks, DBT and Snowflake.
· Worked on building monitoring lambda to track the daily load files using Python, AWS, Snowflake, and trigger alerts using PL/SQL logic. for processed or errored out files.
· Work on Snowflake, AWS and automate the CI/CD process using GitHub Actions, to load the data from source systems, process it and build dashboards using Sisense dashboard tool.

· Worked on pulling ListingsAPI (API to pull the listings information) data to load the data to a report built on Sisense, Tableau & Power BI.

· Built pipelines using DBT and Snowpark and Azure Databricks, Azure Synapse.
· Worked on transforming Sisense dashboard and cubes to Power BI platform. Build Power BI reports using DAX queries.

· Build transformation logic using DBT and transition the existing logic to DBT workflows.

· Transform the logic in Sisense to recreate/ enhance reports in Tableau. Pull the data from multiple sources and API and schedule the reports based on multiple business functionalities.
· Optimized query performance by strategically defining data distribution keys, sort keys, and compression techniques, significantly enhancing Redshift's processing speed and efficiency.

· Identified and resolved performance bottlenecks through query fine-tuning and data processing optimization, resulting in improved overall system performance.

· Integrated Redshift with various AWS services such as AWS Glue, AWS Lambda, and Amazon S3 to establish seamless end-to-end data pipelines, ensuring smooth data flow across different systems and platforms.

· Maintained data integrity and consistency throughout the integration process, adhering to industry best practices and compliance standards.

· Maintained adherence to data privacy regulations and industry standards, continuously evaluating and updating security protocols to mitigate potential risks.

· Worked on databricks scripts, to process the data and load the data to Snowflake, and ultimately present it on Tableau dashboards, allowing users to explore data interactively and uncover actionable insights.

· Review QA documentation for accuracy, feasibility, and consistency. Create test designs, test cases and expected results for all phases of testing.

· Perform an end-to-end test in a production environment to validate new or updated business processes, customization and configuration, reports, and data migration.

· Use SQL to validate Transaction Testing for front end testing to validate data in the back-end database.

· Responsible for preparing user training manuals and conducting training sessions with end-users.
Environment: SAFe Agile, Kanban, Lucid, Python, Dart & Flutter, AWS, Dynamo DB (NoSQL), Oracle, GitHub, SQL, Android Studio, Power BI, NoSQL Workbench, Figma, CloudCraft, S3, Dynamo DB (NoSQL), Data lake, Docker, Collibra, Airflow, CodeCommit, EC2, CodeDeploy, Azure Data Factory, EC2, Lambda, Serverless, CodePipeline, CloudWatch, API Gateway, Kinesis stream, Data Vault, Snowflake, GitHub Actions, Sisense, DBT, Azure Databricks, Azure Synapse, Tableau, Splunk, Redshift, PL/SQL, SQL
Regions Bank, Hoover, AL

           
         

                   May 2019- March 2021
Data Engineer/ Data Analyst
· Work as Data Engineer for OFAC / BSA/AML team and help to perform sourcing of data. 

· Work towards building reports using Power BI that are adhoc as well as monthly/ daily scheduled.

· Work as Data Engineer/analyst/model developer for OFAC / BSA/AML (Anti Money Laundering) team and help to perform sourcing of data to DataMart and data-lake.

·  Develop and maintain the CDC process within the DataMart to manage the data of different SCD types. Perform data cleansing, transformation, mapping, and sourcing to other downstream applications as well to the Hive data-lake. 

· Part of the production support team for the DataMart to monitor daily cycles and ensure the data is loads to all the downstream applications for processing. Work towards building reports using Power BI and SSRS that are adhoc as well as monthly/daily scheduled.

· Automate the data workflow in the data-mart using SSIS/SQL packages and check-in/out using DevOps tools like Bamboo, Bit bucket and IBM UCD to deploy the packages and various other reports.

· Developed and executed strategies for scaling Redshift clusters to accommodate growing data volumes and user demands, monitoring resource utilization and tracking data growth to inform capacity planning decisions.

· Experience working on project Google Cloud Platform services such as BigQuery, Dataflow, Dataproc, Pub/Sub, and Cloud Storage services.

· Worked in building and optimizing data mart using Google BigQuery, ensuring high performance and scalability for analytical queries.

· Designed schema structures and data models in BigQuery to support business reporting and analytics requirements.
· Provided recommendations for infrastructure scaling and optimization, ensuring continued scalability and performance efficiency of Redshift clusters.

· Conducted thorough analysis of existing SAS infrastructure, identifying key components and requirements for migration to SSIS platform, and developed comprehensive migration strategies to optimize efficiency and performance. Designed and implemented efficient SSIS packages for data extraction.

· Provided technical expertise and guidance to team members, offering mentorship, training, and support in SSIS development and migration methodologies, fostering a collaborative and knowledge-sharing environment within the organization.

· Worked on AML application built on SAS platform. Scheduled the jobs to load from Hive/ Data Lake and processed it to be loaded to Oracle database for building finance reports.

· The underlying logic was built in PL/SQL procedures and pulled information based on triggers and scheduled workflows.

· Applied expertise in ASP, SOAP, Angular, and Erwin to enhance web services and user interfaces, improving accessibility and user experience.

· Worked on building FileMaven application, build in .NET framework, to automate the screening files sent by Federal department, into the LexisNexis system and process the underlying transactions. The application utilized variety of technologies including ADO.NET, AJAX, DHTML, CSS, and ASP.NET, ensuring cross-browser compatibility and optimal performance. Implemented service-oriented architecture (SOA) and managed Microsoft Exchange Server configurations, enhancing communication and collaboration capabilities.

· Experienced in backup and recovery practices, Active Directory management, and server administration (IIS, IBM WebSphere), ensuring system reliability and data protection.

· Working on a POC project to transform the existing DataMart to Data-Lake in Hadoop platform using PySpark and having the data created in Hive layer (ODS store).

· Work on pilot project to transform the SSIS packages from SQL Server 2012 to Azure Data Factory (ADF). Worked on building data pipelines using Azure Databricks.

· Create a batch format and automated batch format in the Bridger application for the various data sources and validate the data files, while checking for the various input parameters.

· Work with the real time sources using an API to source the data.

· Worked on pilot project to automate the pipeline workflows using Airflow and schedule the pipeline daily loads.

· Use Lexis Nexis system to screen customers with screening processes like OFAC/314a/311/PEP sanctions screening. Worked on CDD and EDD screening applications, to screen the customers based on the daily transactions and other parameters.
· Load the data into the data-mart using SSIS packages and check-in/ out for automation suing DevOps tools like Bamboo, Bit bucket and IBM UCD to deploy the packages and various other reports.

Environment: SAFe Agile, VS .Net 2017, MS SQL 2016, Bit bucket, Confluence, Jira, LexisNexis, Bamboo, GCP(Google Cloud Platform),  BigQuery, Dataflow, Dataproc, Pub/Sub, Power BI Desktop, GIT, IBM UCD, ADO.NET, AJAX, DHTML, CSS, and ASP.NET, SAS, DevOps, Power BI, SQL Server, SSIS, SSRS, Hive, Hue, PySpark, Hadoop, VS Code, Python, Shell Scripts, Visual Studio, Azure Data Factory (ADF), Azure Databricks, Azure Synapse, Oracle Data Integrator (ODI) 12.x, Airflow
Capital One, McLean, VA



        


Sep 2018- Mar 2019
Data Engineer/Data Analyst
· Interact with the Technology Risk team and participate in the development of new solutions to further advance the maturity and risk reporting capabilities.

· Work with data analytics team to ingest, prepare, and transform data to produce metrics that inform the technology risk posture.

· Provide insights about the weekly and monthly updates to the leadership team and gather functional and non-functional requirements and enhance the process.

· Worked on migrating data from Teradata to AWS using Python and BI tools like Alteryx.

· Automate the data flow process in the Alteryx from data sources (flat files, Postgres database) to S3 bucket using Python, SQL, and Alteryx tool inbuild capabilities. Also, provide data files for the tableau reporting purpose.

· Create JSON output files using Alteryx and merge them using JavaScript and Lua, to replicate the data on front end executive dashboard.

· Work on the automation factory building and Alteryx server setup to improve the reporting process and enhance the customer experience.

· Write scripts to automate the data processing and access of data on AWS (Amazon Web Services) cloud process.

· Worked on Snowflake databases by connecting it to the BI tool Alteryx, to import the data using the ODBC drivers. Build new flows using the Snowflake schema and mapping the data from the old databases PostgreSQL and Teradata.

· Check the data and tables structure in the PostgreSQL & Redshift databases and run the queries to generate reports.

Environment: Teradata, Redshift, PostgreSQL, Snowflake database, Tableau, Birst, SQL, UNIX, Lua, SQL Workbench, Python, BI, DWH, AWS, S3, Alteryx, Tableau, BI.
News Corporation, New York city, NY (USA)

                                Jan 2018- Aug 2018

Data Engineer

· Collaborate with business leaders for data initiatives, with focus on the use of data to optimize business KPIs such as revenue and circulation, along with the team of data professionals with specific focus on: Analytics & Insight, Data Engineering and Data Science.

· Work with data analytics team to create user groups to sell targeted advertisements.

· Used the A/B testing, multivariate testing and conversion optimization techniques across digital platforms.

· Worked on migrating data from Teradata to AWS using Python, SQL.

· Created programs in Python for automating the processes for creating Excel sheet reading data from Redshift databases.

· Created instances in AWS as well as migrated data to AWS from data Center using AWS migration services including Kinesis firehose, AWS Snowball, S3 Transfer acceleration, etc.

· Automated cleaning and processing of 150+ data sources using Python and Informatica.

· Created Macros, to generate reports daily, monthly basis and moving files from Test to Production.

· Perform Data Analysis on the Analytic data present in Teradata, Hadoop/HIVE/Oozie/Sqoop and AWS using SQL, Teradata SQL Assistant, Python, Apache Spark, SQL Workbench.

· To extract log files data and send the data into HDFS using Flume.

· As per Ad-hoc request created History tables, views on the top of the Data mart/ production databases by using Teradata, Hadoop/HIVE/Oozie/Sqoop, BTEQ, and UNIX.

· Developed SQL scripts for data loading and table creation in Teradata and Hadoop/HIVE/Oozie/Sqoop.

· Understanding of machine learning/ deep learning libraries like Tensorflow, Keras while learning about classification, prediction and other machine learning techniques. 

· Experience in end to end BI and DWH implementation for the raw data acquisition till dashboard and KPI measurements using tools like Tableau.

Environment: Teradata, Oracle, SQL, BTEQ, UNIX, Kinesis firehose, AWS Snowball, S3 Transfer acceleration, Teradata SQL Assistant, Python, Apache Spark, SQL Workbench, Hadoop, HIVE, Oozie, Sqoop, BI, DWH, Birst, Elastic Load Balancer, A/B testing, Informatica, Birst, Tableau, HDFS, Flume.
Murray State University, Murray, USA



            Aug 2017 – Dec 2017

Graduate Research Assistant (GRA)/ Data Analyst

· Worked as a Graduate Research Assistant for the Logistics and Supply Chain Management (LSCM) course under the Management, Marketing, and Business Administration (MMBA) department.

· As part of the research, worked with professors to analyze the data of Global Manufacturing Research Group (GMRG), a multi-national community of researchers dedicated to the study and improvement of manufacturing supply chains world-wide.

· Created instances and set user groups on AWS. Transfer data onto cloud using Python and automated the process. Processed the data in Hadoop environment in HDFS format.

· Assisted Professor in designing the data model and the Star schema for the tables.

· Designed and developed Data Mappings using MS-Access to extract data from flat files.

· Responsible for SQL programming to create reports and dashboards in MS-Access.

· Working experience with Z-Tree (Zurich Toolbox), software package for developing and carrying out economic experiment, to create economic experiments games including the MIT Beer Game, Public Goods Experiment and 20 other games.

· Assisted in conducting University of Houston Beer Game for Behavioral and Experimental Economics lab and analyze the student behavior and the feedback using Qualtrics survey platform.
Environment: Python, NumPy, SciPy, Pandas, Hadoop, Spark, Oracle, Teradata, Redshift, HIVE, Oozie, Sqoop, SQL Server, AWS, Tableau, T-SQL, MS-Access, MS-Excel, Z-Tree, Qualtrics.

Tata Consultancy Services (TCS)                            
       

           Sep 2014- Aug 2016 

DuPont, USA
· Involved in complete software development life cycle (SDLC) - Requirement Analysis, Conceptual Design, and Detail design, Development, System and User Acceptance Testing (UAT).

· Worked with internal DuPont Pioneer team to analyze, track and visualize the data genetically modified products.
· Identified and analyzed patterns. 
· Designed experiments, test hypotheses, and build models.

· Conducted advanced data analysis and complex algorithm to help stakeholders to discover and quantify leading information using data analytics software and tools including Python, R, Hadoop, Spark, Teradata, Redshift.

· Worked with statistical analysis methods like time series, regression models, principal component analysis, multi-variance analysis.

· Designed Test system with Oracle SQL, Oracle, AIX/Unix and Unix Shell Scripts.

· Performed Data Analysis on the Analytic data present in Teradata, Hadoop/HIVE/Oozie/Sqoop and AWS using SQL, Teradata SQL Assistant, Python, Apache Spark, SQL Workbench.

· Created Daily, Weekly, monthly reports related by using Teradata, Hadoop/HIVE/Oozie/Sqoop, MS Excel, and UNIX.
Environment: Python, Hadoop, Spark, Oracle, Teradata, Redshift, HIVE, Oozie, Sqoop, SQL Server, AWS, SQL Workbench, SDLC, UAT, AWS.
Tata Consultancy Services (TCS), India


                 
Oct 2013- Jul 2014
Citi Bank

Data Engineer
· Worked with domain experts to identify data relevant for analysis with large data sets from multiple sources to understand linkages and to develop use cases.

· Assisted in the development of risk management predictive / analytical models to help management identify, measure and manage risk.

· Experience working with Technology, Operations, Legal and Business partners to successfully deliver requirements and translate business logic into functional requirements.

· Created big data clusters with big data technologies like Hadoop, Hive, Flume, Sqoop, Oozie, Python and data analytics libraries like Pandas, NumPy, Matplotlib, Plotly, to efficiently ingest, store and analyze data.

· Expertise in creating databases, users, tables, triggers, macros, views, stored procedures, functions, Packages, joins and hash indexes in Teradata database.

· Supported applications using Ticket Management System (TMS) called Jira.

· Knowledge of statistics and experience using statistical packages for analyzing datasets like NumPy, Pandas, matplotlib, etc., and automate processes using shell scripts in Unix environment.
· Environment: Python, SQL Developer, Hadoop, Hive, Flume, Sqoop, Oozie, SAS, SPSS, Unix, Oracle/ DB2, Teradata, Jira, BTEQ, TOAD, PL/SQL, Teradata SQL Assistant, Hadoop, Hive, Flume, Sqoop, Oozie, Excel, SPSS, SAS, Agile, Fast Export, Fast Load, Multi Load.
Tata Consultancy Services (TCS)




     
May 2012 - Oct 2013
CTM, Macau (Telecom)
BI/ EDW Developer (Reports Analyst)

· Requirement Gathering and Business Analysis. Define functional specifications and use-cases to meet the new system (Comverse) requirements, compared to the old system (Kenan) and involved in direct client discussions to have clear understanding.

· Involved in Data Modeling and populating the business rules using Data mappings into the target tables and understanding of the telecom billing related static and dynamic tables and their usage.

· Creating over 400+ Complex Crystal Reports that includes Ad Hoc reports, Frequency reports, Summary reports using SAP Crystal Reports, SQL, PL/ SQL and Unix scripts.

· Tested the reports in TOAD, SQL Developer. Created stored procedures, functions, triggers to run and schedule the reports in Oracle database.

· Supported applications using bug tracker called Bugzilla.

· Experience of using Informatica to extract, transform and load data into dataware-house.
· Creating Excel macros and VBA code to massage data in Excel and modified SQL Stored Procedures. Created and Configured Data Source and Data Source Views, Dimensions, Cubes, Measures, Partitions, KPI’s using SQL Server Analysis Services.

· Perform the post deployment (SIT/UAT/prod) checks and monitor for any issues during the initial stages.
Environment: TOAD, SQL Developer, Oracle 11g, SAP Crystal reports, UNIX, SQL, PL/ SQL, VBA, Informatica
Education:
· Master of Science in Information Systems (MSIS), Murray State University of Kentucky, Murray, KY, USA.







-December 2017
· Bachelor of Technology in Electrical and Electronics, Gayatri Vidya Parishad College of Engineering (Autonomous), Visakhapatnam, India

                    -May 2012
