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 Niranjan Nunna   
Cloud Database Engineer

About 14+ years of experience as an DBA having hands on experience in databases administration, production support, installation, configuration, upgrades, patches, performance tuning, backup and recovery, space management, database security, cloning, migration, shell scripting, cloud infrastructure development, configuration management and documentation.

Professional Summary:
· Extensive knowledge on database administration for Oracle with experience within very large-scale database environment and mission critical large OLTP and OLAP systems.
· Experience with Installing and configuring Oracle 12c,19c,21c Container (CDB) and Pluggable databases (PDB). 
· Proficient in PostgreSQL database administration, installation, and configuration.
· Worked on Postgres databases versions PostgreSQL9,10,13,15,16.
· Performed Schema, table refresh activities with PGDUMP, PGRESTORE Utilities.
· Experience with automated CM and maintaining a CI/CD pipeline, CM tool such as Ansible.
· Experience in configuring AWS services like AWS EC2 Instance, Route53, EBS, AMI, IAM, VPC, S3, Cloud Formation templates, Cloud Watch monitoring.
· Experience in creating Ansible Roles and playbooks to manage database servers, Mount points, and users.
· Upgraded databases from 11g to 12c and 12c to 19c both RAC and Non RAC.
· Upgraded PostgreSQL databases from version 9 to 13.12 and 13.12 to 15.4.
·  Experience in setting up the high availability in PostgreSQL.
· Written Terraform scripts to build PostgreSQL clusters in RDS environment.
· Written Terraform scripts to build Replication instance,Endpoints and Tasks in AWS DMS Environment.
· Managed and maintain AWS Aurora / PostgreSQL database servers in all environments.
· Good Experience on DPA, Etcd, HAProxy, Patroni, pg-backrest, PG_dump, PG_dumpall, PG_Restore.
· Experience in Oracle Golden Gate installation, configuration, troubleshooting GG issues.
· Strong knowledge of SQL and PL/pgSQL programming.
· Solid understanding of high availability and disaster recovery techniques, such as replication and failover clustering.
· Migrated data from various data sources to AWS RDS and EC2 database servers.
· Proficient in setting up Standby Database using shell scripts and RMAN utility tool, activating and Re-building Standby Databases both Physical and Logical supported by DATAGUARD. 
· Managed very large database (VLDB) of maximum size 100TB.
· Expertise in migrating data from Oracle to PostgreSQL, including schema conversion, data mapping, and ETL processes. Skilled in using tools like Ora2Pg, PgLoader, or custom scripts to perform data migration efficiently and accurately.
· Implemented caching strategies using Redis as a cache layer, improving application performance and reducing load on backend systems
· Hands-on experience with monitoring tools like OEM and Grafana to monitor database performance in Kubernetes clusters.
· Strong scripting skills with experience in automation using shell scripting.

EDUCATION:
· [bookmark: _Hlk65795735]Bachelor of Technology from Madras University Chennai, 2002.
· Master of Technology from SRM University Chennai, 2005.

Certifications: __________________________________________________________________
· Oracle Certified Associate (OCA) in Oracle 19c Database Administration.
· AWS Certified Solutions Architect - associate.


TECHNICAL SKILLS:
	Infrastructure as Code
	 Cloud Formation.

	Cloud Environment
	AWS (VPC, EC2, S3, IAM, Cloud Watch, Route53, Cloud Formation, RDS,lambda,EKS,ECS,IAM), Nutanix Prism, Data bricks, Spring Boot, NodeJS

	Source Code Management Tools
	GitHub, Bitbucket,GitLab

	Operating System
	Linux Red Hat Advanced server, HP-UNIX, IBM AIX Unix , Windows 2003 and Windows 2008

	Softwares, Applications & Tools
	OEM,  Rational Rose, UML, DBCA,DBUA, Data guard, ASM,  SQL Plus, SQL*Loader, Export/Import, Data pump Utilities, RMAN,AWR,ADDM,EXACHK,SUNDIAG,TFA

	Languages
	Sql,PL/SQL, Shell Programming, 

	Packages
	MS Office, Adobe Photoshop

	Ticketing Tool
	REMEDY,Service-now,Kintana

	Monitoring Tools
	OEM




PROFESSIONAL EXPERIENCE:


FedEx Groud, Inc TX. 
CLOUD DATABASE ENGINEER				                        Nov 2023 – Till Date

· Installed, configured, and maintained multiple Oracle & PostgreSQL database systems, ensuring optimal performance, security, and availability.
· Built postgres regional clusters in AWS cloud and provisioned required services.
· Managed Aurora Postgres databases in RDS Environments with versions 13 to 15.16.
· Led the migration project from Oracle to PostgreSQL, including schema conversion, data mapping, and ETL processes. Successfully migrated large datasets with minimal downtime and data loss.
· Designed and executed cloud formation templates to provision postgres RDS instances.
· Upgraded PostgreSQL databases from version 9 to 13.12 and 13.12 to 15.4.
· Performed Schema, table refresh activities with PGDUMP, PGRESTORE Utilities.
· Migrated data from on-prem oracle database to cloud postgres instances.
· Written Terraform scripts to build PostgreSQL clusters in RDS environment.
· Written Terraform scripts to build Replication instance,Endpoints and Tasks in AWS DMS Environment.
· Integrated plugins of monitoring postgres plugins in OEM and configured in Dynatrace & solarwinds for performance analysis.
· Designed and implemented backup and recovery strategies, including automated backup schedules and Point-in-Time Recovery (PITR) processes.
· Monitored postgres & oracle database health and performance using monitoring tools, proactively identifying and resolving issues to minimize downtime.
· Provided technical support and troubleshooting for postgres,oracle& redis,mongo database-related issues, resolving problems within defined SLA timeframes.
· Responsible for resolving database complex alerts and updating alert thresholds.
· Taking care of Db code objects to disable unnecessary alerts.
· Done complete POC on Flyway and liquibase tools and developed complete CI/CD pipeline for Postgres and oracle database deployments.
· Performed regular postgres database maintenance tasks, including vacuuming, reindexing, and data purging, to improve system performance and storage efficiency.
· Worked on Selector AI notification config.
· Implemented Redis replication and clustering, ensuring data redundancy and improved scalability.	
· Provisioned AWS keyspaces using CloudFormation template.
· Reduced licensing cost my migrating non-critical & static business data to Open source postgres. 
· Responsible for database deployments and resolved issues with respect to db changes.
· Reviewing and updating the scripts for Hot and cold database full backups.
· Configured Database migration service (DMS) to replicate data from EC2 to Postgres RDS.
· Taking care of Non-actionable OEM alerts by analyzing the database metrics.
· Provisioning new database instances and services
· Built complete imperva audit appliance in AWS cloud.
· Migrated huge volume of database from ON-PREM to AWS cloud.
· Created many DR environments for Gxp production systems.
· Handle complete setup of Oracle OEM in AWS EC2.
· Worked on SailPoint infra setup.
· Monitored and optimized database performance using Nutanix Prism and database-specific monitoring tools.
· Enforced database security measures, including access controls and data encryption, to comply with industry regulations.


Micron Technology Inc. 
STAFF System/Data Administrator/IT Oracle 				        March 2020 – Sep 2023


· Built postgres regional clusters in AWS cloud and provisioned required services.
· Led the migration project from Oracle to PostgreSQL, including schema conversion, data mapping, and ETL processes. Successfully migrated large datasets with minimal downtime and data loss.
· Designed and executed cloud formation templates to provision postgres RDS instances.
· Migrated data from on-prem oracle database to cloud postgres instances.
· Integrated plugins of monitoring postgres plugins in OEM and configured in Dynatrace & solarwinds for performance analysis.
· Designed and implemented backup and recovery strategies, including automated backup schedules and Point-in-Time Recovery (PITR) processes.
· Monitored postgres & oracle database health and performance using monitoring tools, proactively identifying and resolving issues to minimize downtime.
· Provided technical support and troubleshooting for postgres,oracle& redis,mongo database-related issues, resolving problems within defined SLA timeframes.
· Responsible for resolving database complex alerts and updating alert thresholds.
· Taking care of Db code objects to disable unnecessary alerts.
· Done complete POC on Flyway and liquibase tools and developed complete CI/CD pipeline for Postgres and oracle database deployments.
· Performed regular postgres database maintenance tasks, including vacuuming, reindexing, and data purging, to improve system performance and storage efficiency.
· Worked on Selector AI notification config.
· Implemented Redis replication and clustering, ensuring data redundancy and improved scalability.	
· Managed and administered multiple Oracle databases running in Kubernetes clusters, ensuring high availability, scalability, and performance.
· Provisioned and configured database instances in Kubernetes using Kubernetes Operators and Helm charts.
· Collaborated with system administrators and DevOps teams to ensure smooth integration and deployment of database containers in Kubernetes.
· Provisioned AWS keyspaces using CloudFormation template.
· Reduced licensing cost my migrating non-critical & static business data to Open source postgres. 
· Responsible for database deployments and resolved issues with respect to db changes.
· Reviewing and updating the scripts for Hot and cold database full backups.
· Configured Database migration service (DMS) to replicate data from EC2 to Postgres RDS.
· Taking care of Non-actionable OEM alerts by analyzing the database metrics.
· Provisioning new database instances and services
· Built complete imperva audit appliance in AWS cloud.
· Migrated huge volume of database from ON-PREM to AWS cloud.
· Created  DR environments for Complex production systems.
· Installed, configured, and managed Nutanix-supported databases, including PostgreSQL ,Oracle.
· Monitored and optimized database performance using Nutanix Prism and database-specific monitoring tools.
· Enforced database security measures, including access controls and data encryption, to comply with industry regulations.
· Continuously stay updated with the latest trends and advancements in Nutanix and database technologies.
· Implemented ansible automations for daily BAU tasks.
· Documented database configurations, procedures, and troubleshooting steps to ensure knowledge sharing and continuity.

Advance Auto parts	  (INFOSYS)						Sep 2015 – March 2020
Sr. Database Administrator (AWS) 

· Worked on database migrations from Exadata machine to cloud servers.
· Built physical standby databases.
· Taken care of all environment deployments.
· Implemented database patching through ansible tower.
· Migrated data from oracle to postgres, mongo & Cassandra as per business requirement.
· Collaborated with development teams to optimize oracle & postgres database schema, indexes, and queries for improved application performance.
· Successfully Installed and configured Oracle 12c Container (CDB) and Pluggable databases (PDB).
· Worked on database and schema refresh with data masking.
· Reduced AWS costs by eliminating unnecessary servers and consolidating databases.
· Provisioned RDS and EC2 via cloudformation template and terraform.
· Created Hashi corp secret manager shelfs using terraform.
· Configured AUDIT Vault and Key Vault with HA setup.
· Build Test and Dev RAC database in private cloud servers.
· Maintained access management and resource capacity of all databases.
· Involved in SOX audit for data compliance and generated various audit reports.
· Participated in QFSDP patching X3-2 Exadata servers.
· Migrated 126+ database from exadata to AWS cloud.
· Implemented complete morning and database backups to S3 Buckets.
· Created database using ansible and manual process on AWS cloud.
· Built Cascade standby databases.
· Worked on FLASH_GRID in AWS cloud to build Oracle RAC.
· Worked on Hashi-corp vault for password stores for applications.
· Configured central and local password wallets for database user credentials.
· Worked on converting database objects from hybrid compression to advance compression.
· Worked on schema, object, database refresh in all the database environments.
· Configured LDAP, TDE, Cron on all environments.
· Performed switchover of databases from on-prem primary to cloud databases.
· Implemented Data guard, created Physical Standby databases in 10g &11g environment for the Production databases. 
· Experienced in Installation of high availability RAC environment (2, 3 and 4 node clusters) and upgraded standalone databases to 11g and 12c RAC environment. 
· Experience in troubleshooting performance issues on RAC Instances
· SQL tuning and Database performance tuning has been done based on reports generated by SQL Trace, TKPROF, Explain Plan, AWR, ADDM and monitor the database performance on daily basis.
· Installed Golden Gate and demonstrated the Golden Gate functionality and provided architecture and documentation with the steps of implementation.
· Involved in creating Golden Gate EXTRACT and REPLICAT files.
· Resolving the conflicts between the target and source database in Oracle Golden Gate 
· Maintained the Heart beat tables to check the lag between the sites.
· Migrated databases to ASM from file system. 
· Planning Backup/Restoration Strategy, Planning and scheduling Backups, taking Logical Backups (with Export/Import Data pump utilities).
· Creating & Managing Database Structures, Storage Allocations, Table/Index segments, Rollback segments, Constraints, Database Access, Roles and Privileges.
· Performance tuning of Queries by maintaining Aggregates, Compression, partition, indexing and use of Hints, Stored outlines, Statistics for the same. 
· Performed policies on data confidentiality, integrity, and availability Based on Access Controls for Access to Data at the database level.
· Administered and maintained MongoDB databases, ensuring data integrity, performance, and high availability.
· Automated the nightly RMAN backups for the Production, Test, Development Databases in crontab.
· Creating and Scheduling Oracle Backend Process Jobs using UNIX crontab.
· Cloning & duplicating databases using manual scripts as well as RMAN.
· Expertise in RMAN restore/recover process of the database. 
· Experienced in Database Security User Management, Privileges, Roles, Profiling, Authentication. 
· Applying security patches both Server side and Client side and Performed testing.
· Worked with developers to tune SQL statements with the help of Explain Plan and TKPROF.
· Used Secure SCP & FTP extensively for the File transfers from machines to remote server.
· Built new environments of MONGO and Postgre database to migrate low business priority data from oracle database to open source databases.


Wipro Limited ( Internal)						            DEC 2014 - SEP 2015
Senior Oracle DBA

· Involved in infrastructure preventive maintenance activities 
· Exadata ESS Patching on Storage Servers & Database nodes
· Exalogic ZFS Upgrade
· IB Switch Upgrade of Exadata and Exalogic
· Exadata Database bundle patch
· Exalogic compute nodes PSU
· Exadata/Exalogic PIV
· Generated capacity reports for exadata and exalogic nodes from OEM.
· Upgraded agent from 12.1.0.4.0 to 12.1.0.5.0 in exadata and exalogic machines
· Generating exachk,TFA,sundiag reports and maintaining exalytics health check.
· Handling 2 Full Racs and 2 half Racs.
· Created OS level user account in exalogic machines.
· Handling storage management of cell nodes in Exadata box.
· Worked on Hybrid Columnar Compression (HCC).
· Managed functionality and efficiency of operating system and storage cells in ODA and EXADATA.
· Migrated databases from ZFS 3 to ZFS 5 and in EXADATA from X3 to x5.


NBC Universal (Genpact LLC)					                     FEB 2010 - DEC 2014
Lead Associate		

· Maintained Nearly 600 Databases which Includes Production, Test and Development Environments 
· Performed capacity planning and sizing of databases based on input from business.
· Taken care of all alerts for space issues and user requests. 
· Provided System support for both development and 24/7 production environment.
· Managing database security. Creating and assigning appropriate roles and privileges to users depending on the user activity.
· Handled up to 30Tb Database.
· Taken care of scheduling Patch's by raising SR's & CR's.
· Worked on Refresh & cloning of Database in Exadata environment.
· Used Netbackup, Networker Technologies for Tape level backups .
· Used Data Domain Technology for Disk level backups.
· Configuration of tnsnames.ora, listener.ora and sqlnet.ora files after upgrading databases. 
· Taken care of RAC builds.
· SQL tuning and Database performance tuning has been done based on reports generated by SQL Trace, TKPROF, STATSPACK, Explain Plan, AWR, ADDM and monitor the database performance on daily basis.
· Performed database Up gradations and migrations from older versions to 12c.
· Performed database cloning from old system to new system. 
· Used EXPORT/IMPORT for tablespace level and full.
· Used RMAN to cloned and duplicated databases.


Phillip Morris (COGNIZANT TECHNOLOGIES):			OCT 2007-MAY 2009.
ORACLE DBA

· Installation, configuration, maintenance and tuning of Oracle 11g and 10g on Red hat 5.0.
· Successfully upgraded Oracle 10g (10.2.0.4) to Oracle 11g (11.1.0.7) on IBM-AIX nodes.
· Worked as a part of team in Data Center Migration project for 6 months.
· 24x7 remote support and on call Database support for Database developers & end-users.
· Having experience in setting up Transparent data encryption(TDE) feature.
· Experienced in implementing Oracle Database advanced security practices.
· Successfully configured and installed Oracle Golden Gate for replication.
· Maintained the Heart beat tables to check the lag between the sites.
· Worked with application team to resolve conflict handlers and troubleshooted the replication issues.
· Experience in cloning RAC databases using RMAN tool.
· Experienced in Design, implementation and generating documentation of Oracle 10g Data Guard on both physical/logical standby databases in high availability mode.
· Implemented Data guard, creating both Logical and Physical Standby databases in 10g &11gRAC environment for the Production databases. 
· Writing and modifying UNIX shell scripts to manage Oracle environments and for Backend Oracle Processes.
· Planning Backup/Restoration Strategy, Planning and scheduling Backups, taking Logical Backups (with Export/Import Data pump utilities).
· Performance tuning of Queries by maintaining Aggregates, Compression, partition, indexing and use of Hints, Stored outlines, Statistics for the same. 
· Performed SQL and PL/SQL tuning, oracle contention and monitored production database using automatic workload repository (AWR), automatic database diagnostic monitor (ADDM) and automatic session history.
· Automated the nightly RMAN backups for the Production and Test Databases in Crontab.
· Creating and Scheduling Oracle Backend Process Jobs in Crontab.
· Cloning & duplicating databases using scripts as well as RMAN. 
· Expertise in recovering the database.  Performed complete recovery, data file recovery, incomplete recovery.
· Applying security patches both Server side and Client side and Performed testing.
· Worked closely with the Oracle developers for the better performance in Applications in writing the Packages, Triggers, Mat Views and Indexes on the tables.
· Experienced in documentation, provided documentation for database design, analysis, modifications, creating schemas etc.
· Implementation of Oracle & Application Software Patches and maintaining SW License and maintenance agreements.
· Resolved TAR issues 24x7 while assisting the functional team and oracle support (Metalink) and managing database security.
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