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Professional Summary:
· Around 12+ years of professional experience as a Software developer in design, development, deploying and supporting large scale distributed systems.
· Around 6 years of extensive experience as a Data Engineer and Big data Developer specialized in Big Data Ecosystem-Data Ingestion, Modelling, Analysis, Integration, and Data Processing. 
· Extensive experience in providing solutions for Big Data using Hadoop, Spark, HDFS, Map Reduce, YARN, Kafka, Pig, Hive, Sqoop, HBase, Oozie, Zookeeper, Cloudera Manager, Horton works.
· Strong experience working with Amazon cloud services like EMR, Redshift, DynamoDB, Lambda, Athena, Glue, S3, API Gateway, RDS, CloudWatch for efficient processing of Big Data.
· Hands-on experience building PySpark, Spark Java and Scala applications for batch and stream processing involving Transformations, Actions, Spark SQL queries on RDD’s, Data frames.
· Strong experience writing, troubleshooting, and optimizing Spark scripts using Python, Scala.
· Experienced in using Kafka as a distributed publisher-subscriber messaging system.
· Strong knowledge on performance tuning of Hive queries and troubleshooting various issues related to Joins, memory exceptions in Hive.
· Exceptionally good understanding of partitioning, bucketing concepts in Hive and designed both Managed and External tables in Hive.
· Experience in importing and exporting data between HDFS and Relational Databases using Sqoop. 
· Experience in real time analytics with Spark Streaming, Kafka and implementation of batch processing using Hadoop, Map Reduce, Pig and Hive.
· Experienced in building highly scalable Big-data solutions using NoSQL column-oriented databases like Cassandra, MongoDB and HBase by integrating them with Hadoop Cluster.
· Manager and SaaS, PaaS and IaaS concepts of Cloud Computing and Implementation Worked with 
Extensive work on ETL consisting of data transformation, data sourcing, mapping, conversion and loading data from heterogeneous systems like flat files, Excel, Oracle, Teradata, MSSQL Server. 
Experience of building ETL production pipelines using Informatica Power Centre, SSIS, SSAS, SSRS.
Proficient at writing MapReduce jobs and UDF’s to gather, analyse, transform, and deliver the data as per business requirements and optimize the existing algorithms for best results.
Experience in working with Data warehousing concepts like Star Schema, Snowflake Schema, DataMart’s, Kimball Methodology used in Relational and Multidimensional data modelling.
Strong experience leveraging different file formats like Avro, ORC, Parquet, JSON and Flat files.
Sound knowledge on Normalization and Denormalization techniques on OLAP and OLTP systems.
Good experience with Version Control tools Bitbucket, GitHub, GIT.
Experience with Jira, Confluence, and Rally for project management and Oozie, Airflow scheduling tools.
Monitor portfolio performance, attribution, and benchmarks, making adjustments as needed to achieve targeted returns.
Conduct thorough research and analysis of financial markets, macroeconomic trends, and industry sectors to provide actionable insights for trading decisions.
Monitor news, economic indicators, and geopolitical events to identify potential market opportunities and risks.
Good experience with Quantexa platform updates, AWS services, and best practices to enhance data engineering capabilities and contribute to continuous improvement initiatives.
Integrate data and workflows into the Quantexa platform, ensuring seamless connectivity and data synchronization for advanced analytics and entity resolution.
Configure and manage connectors, APIs, and data loaders within the Quantexa environment
Experienced in Strong scripting skills in Python, Scala and UNIX shell.
· Involved in writing Python, Java APIs for Amazon Lambda functions to manage the AWS services.
· Experience in design, development and testing of Distributed Client/Server and Database applications using Java, Spring, Hibernate, JSP, JDBC, REST services on Apache Tomcat Servers.
· Hands on working experience with RESTful API’s, API life cycle management and consuming RESTful services.
· Have good working experience in Agile/Scrum methodologies, communication with scrum calls for project analysis and development aspects.
· Worked with Google Cloud (GCP) Services like Compute Engine, Cloud Functions, Cloud DNS, Cloud Storage and Cloud Deployment Manager and SaaS, PaaS and IaaS concepts of Cloud Computing and Implementation using GCP.
Technical Skills:
· Big Data Technologies:     Hadoop, MapReduce, HDFS, Sqoop, PIG, Hive, HBase, Oozie, Flume, NiFi, Kafka, Zookeeper, Yarn, Apache Spark, Mahout, Spark lib
· Databases:    Oracle, MySQL, SQL Server, MongoDB, Cassandra, DynamoDB, PostgreSQL, Teradata, Cosmos, Glue, PYSPARK
· Programming:    Python, PySpark, Scala, Java, C, C++, Shell script, Perl script, SQL
· Cloud Technologies:    AWS, Microsoft Azure, CloudWatch
· Frameworks:    Django REST framework, MVC, Hortonworks
· Tools: PyCharm, Eclipse, Visual Studio, SQL*Plus, SQL Developer, TOAD, SQL Navigator, Query Analyzer, SQL Server Management Studio, SQL Assistance, Eclipse, Postman, Kafka
· Versioning tools:    SVN, Git, GitHub
· Operating Systems:    Windows 7/8/XP/2008/2012, Ubuntu Linux, MacOS
· Network Security:    Kerberos
· Database Modelling:    Dimension Modeling, ER Modeling, Star Schema Modeling, Snowflake Modeling
· Monitoring Tool:    Apache Airflow
· Visualization/ Reporting:    Tableau, ggplot2, matplotlib, SSRS and Power BI
· Machine Learning:   Techniques: Linear & Logistic Regression, Classification and Regression Trees, Random Forest, Associative rules, NLP and Clustering.



Title: Senior Data Engineer						                                          July 2023 – till date
Client: SINGULARITY AI INC

Responsibilities:
· Worked on building the data pipelines (ELT/ETL Scripts), extracting the data from different sources
(DB2, AWS S3 files), transforming and loading the data to the Data Warehouse (AWS Redshift).
· Worked on adding the Rest API layer to the ML models built using Python, Flask & deploying the models in AWS BeanStalk Environment using Docker containers.
· Ability to debug and troubleshoot Terraform deployments.
· Worked on developing & adding few Analytical dashboards using Looker product.
· Designed and implemented scalable and reliable data pipelines using Kubernetes and Apache Spark for real-time data processing
· Utilized Kubernetes API and Helm charts to automate deployment and monitoring of data applications
· Implemented data security measures in Kubernetes clusters to ensure data privacy and compliance with regulations
· Developed an AWS TDM (Test Data Management) strategy for the organization, reducing the time and effort required for data provisioning and ensuring data privacy and security.
· Implemented AWS data quality checks using AWS DQ (Data Quality) tools, detecting and resolving data issues in real-time, resulting in improved data accuracy and consistency.
· Worked on building the aggregate tables & de-normalized tables, populating the data using ETL to improve the looker analytical dashboard performance and to help data scientist and analysts to speed up the ML model training & analysis.
· Created New Dashboards, reports, scheduled searches and alerts using spunk.
· Integrate Pager duty with Splunk to generate the Incidents from Splunk.
· Developed custom Jenkins’s jobs/pipelines that contained Bash shell scripts utilizing the AWS CLI to automate infrastructure provisioning.
· Developed a user-eligibility library using Python to accommodate the partner filters and exclude these users from receiving the credit products.
· Conducted performance testing and troubleshooting of Kubernetes clusters to identify and resolve bottlenecks
· Used Maven to manage project dependencies and build automated deployment processes to deploy data pipelines and applications into production environments.
· Developed and maintained data warehouse using Snowflake to enable ad-hoc querying and reporting for business users
· Utilized JBoss Data Virtualization (JDV) to create a virtualized data layer, providing a unified view of disparate data sources to support
· Automated data ingestion and processing using JBoss Drools and Apache Airflow, reducing manual effort and increasing efficiency
· Utilized WebLogic JDBC data sources to connect and integrate external databases, enabling seamless data integration and business continuity.
· Implemented security best practices for WebLogic environments, including SSL configuration, dynamic user authentication, and authorization, to ensure data confidentiality and integrity
· Collaborated with development teams to troubleshoot and resolve production issues related to WebLogic, ensuring minimal downtime and maximum availability
· Designed and implemented a highly scalable and automated data pipeline using Ansible for data ingestion, transformation, and loading.
· Developed and maintained Ansible playbooks to deploy and manage big data clusters on cloud platforms like AWS, Google Cloud, and Azure.
· Implemented complex data integration processes using Ansible to connect and transfer data between different systems and databases.
· Utilized Ansible's dynamic inventory feature to dynamically manage and provision resources in the data pipeline based on workload demands.
· Automated deployments of data warehouse applications and BI tools using Ansible, reducing deployment time by 50%.
· Designed disaster recovery processes for data applications running on Kubernetes to ensure minimal downtime
· Implemented logging and monitoring solutions, such as Prometheus and ELK stack, for Kubernetes clusters to track performance and detect issues
· Built the data pipelines to aggregate the user click stream session data using spark streaming module which reads the clickstream data from Kinesis streams and store the aggregate results in S3 and data and eventually loaded to AWS Redshift warehouse.
· Worked on supporting & building the infrastructure for the core module of the Credit Sesame i.e. Approval Odds, started with Batch ETL, moved to micro-batches and then converted to a real time predictions.
· Developed the AWS Lambda server less scripts to handle ad-hoc requests.
· Performed Cost optimization reduced the infrastructure costs.
· Configure and manage connectors, APIs, and data loaders within the Quantexa environment
· Knowledge and experience on using Python NumPy, Pandas, Sci-kit Learn, Onnx & Machine Learning.
· Worked on building the data pipelines using PySpark (AWS EMR), processing the data files present in S3 and loading it to Redshift.
· Other activities include supporting and keeping the data pipelines active, working with Product Managers, Analysts, Data Scientist & addressing the requests coming from them, unit testing, load testing and SQL optimizations in DB2 server.

Environment: Groovy, Python, Flask, NumPy, Pandas, DB2, Cassandra, AWS EMR, Spark, AWS Kinesis, AWS Redshift, AWS EC2, AWS S3, AWS BeanStalk, AWS Lambda, AWS data pipeline, Quantexa, AWS cloud-watch, Docker, Shell scripts, Looker.



Title: Google Cloud Application Developer            	      				       April 2021 – June 2023
Client- STATE OF UTAH

Responsibilities:
· As a Data Engineer I am responsible for building scalable distributed data solutions using Hadoop.
· Involved in Agile Development process (Scrum and Sprint planning).
· Handled Hadoop cluster installations in Windows environment.
· Migrated on-premises environment in GCP (Google Cloud Platform)
· Experience building and deploying cloud infrastructure using Terraform
· Migrated data warehouses to Snowflake Data warehouse.
· Defined virtual warehouse sizing for Snowflake for different type of workloads.
· Demonstrated knowledge of AWS, Azure, Google Cloud Platform, and other cloud providers
· Involved in porting the existing on-premises Hive code migration to GCP (Google Cloud Platform) BigQuery.
· Ability to design, develop, and implement Terraform scripts for infrastructure automation.
· Proven understanding of the principles of Infrastructure as Code (Isac).
· Worked with Google Cloud (GCP) Services like Compute Engine, Cloud Functions, Cloud DNS, Cloud Storage and Cloud Deployment Manager and SaaS, PaaS and IaaS concepts of Cloud Computing and Implementation using GCP.
· Involved in migration of an Oracle SQL ETL to run on Google cloud platform using cloud Datapost & BigQuery, cloud pub/sub for triggering the Apache Airflow jobs.
· Extracted data from data lakes, EDW to relational databases for analyzing and getting more meaningful insights using SQL Queries in DB2 DB and PySpark.
· Developed PySpark script to merge static and dynamic files and cleanse the data.
· Created Pyspark procedures, functions, packages to load data.
· Designed, developed and did maintenance of data integration programs in a Hadoop and RDBMS environment with both traditional and non-traditional source systems.
· Developed MapReduce programs to parse the raw data, populate staging tables and store the refined data in partitioned tables in the EDW.
· Good experience with Quantexa platform updates, AWS services, and best practices to enhance data engineering capabilities and contribute to continuous improvement initiatives.
· Integrate data and workflows into the Quantexa platform, ensuring seamless connectivity and data synchronization for advanced analytics and entity resolution.
· Wrote Sqoop Scripts for importing and exporting data from RDBMS (DB2) to HDFS.
· Set up Data Lake in Google cloud using Google cloud storage, BigQuery and Big Table.
· Developed scripts in BigQuery and connecting it to reporting tools.
· Designed workflows using Airflow to automate the services developed for Change data capture.
· Carried out data transformation and cleansing using SQL queries and PySpark.
· Used Kafka and Spark streaming to ingest real time or near real time data in HDFS.
· Worked related to downloading BigQuery data into Spark data frames for advanced ETL capabilities.
· Worked on PySpark APIs for data transformations.
· Built reports for monitoring data loads into GCP and drive reliability at the site level.
· Participated in daily stand-ups, bi-weekly scrums and PI panning.

Environment: Hadoop 3.3, GCP, BigQuery, Big Table, Spark 3.0, PySpark, Sqoop 1.4.7, ETL, HDFS, Snowflake DW, DB2, MapReduce, Kafka 2.8 and Agile process.


Title: IT Manager 								                     June 2019 – March 2021
Client TAP FOUNDATION USA

Responsibilities:
· Interacted with business partners, Business Analysts, and product owner to understand requirements and build scalable distributed data solutions using Hadoop ecosystem.
· Worked with HIVE data warehouse infrastructure-creating tables, data distribution by implementing partitioning and bucketing, writing and optimizing the HQL queries.
· Built and implemented automated procedures to split large files into smaller batches of data to facilitate FTP transfer which reduced 60% of execution time.
· Worked on developing ETL processes (Data Stage Open Studio) to load data from multiple data sources to HDFS using FLUME and SQOOP, and performed structural modifications using Map Reduce, HIVE, Tableau.
· Developing Spark scripts, UDFS using both Spark DSL and Spark SQL query for data aggregation, querying, and writing data back into RDBMS through Sqoop.
· Written multiple MapReduce Jobs using Java API, Pig and Hive for data extraction, transformation and aggregation from multiple file formats including Parquet, Avro, XML, JSON, CSV, ORCFILE and other compressed file formats Codecs like zip, Snappy, Loz.
· Strong understanding of Partitioning, bucketing concepts in Hive and designed both Managed and External tables in Hive to optimize performance.
· Developed PIG UDFs for manipulating the data according to Business Requirements and worked on developing custom PIG Loaders.
· Developing ETL pipelines in and out of data warehouse using combination of Python and Snowflakes Snow SQL Writing SQL queries against Snowflake.
· Experience in report writing using SQL Server Reporting Services (SSRS) and creating various types of reports like drill down, Parameterized, Cascading, Conditional, Table, Matrix, Chart and Sub Reports.
· Used DataStax Spark connector which is used to store the data into Cassandra database or get the data from Cassandra database.
· Wrote oozie scripts and setting up workflow using Apache Oozie workflow engine for managing and scheduling Hadoop jobs.
· Worked on implementation of a log producer in Scala that watches for application logs, transform incremental log and sends them to a Kafka and Zookeeper based log collection platform.
· Used Hive to analyze data ingested into HBase by using Hive-HBase integration and compute various metrics for reporting on the dashboard.
· Worked on installing cluster, commissioning & decommissioning of data node, name node recovery, capacity planning, and slots configuration.
· Developed data pipeline programs with Spark Scala APIs, data aggregations with Hive, and formatting data (JSON) for visualization, and generating.

Environment:  Cassandra, PySpark, Apache Spark, HBase, Apache Kafka, HIVE, SQOOP, FLUME, Apache oozie, Zookeeper, ETL, UDF, Map Reduce, Snowflake, Apache Pig, Python, Java, SSRS

Title: Senior Data Engineer								               Jan 2018 – May 2019
Client: OPEN VENTURES INC.

Responsibilities:
· Worked on building the data pipelines (ELT/ETL Scripts), extracting the data from different sources (DB2, AWS S3 files), transforming and loading the data to the Data Warehouse (AWS Redshift)
· Worked on adding the Rest API layer to the ML models built using Python, Flask & deploying the models in AWS Beanstalk Environment using Docker containers
· Ability to debug and troubleshoot Terraform deployments
· Worked on developing & adding few Analytical dashboards using Looker product
· Worked on building the aggregate tables & de-normalized tables, populating the data using ETL to improve the looker analytical dashboard performance and to help data scientist and analysts to speed up the ML model training & analysis
· Created New Dashboards, reports, scheduled searches and alerts using spunk
· Integrate Pager duty with Splunk to generate the Incidents from Splunk
· Developed custom Jenkins jobs/pipelines that contained Bash shell scripts utilizing the AWS CLI to automate infrastructure provisioning
· Developed a user-eligibility library using Python to accommodate the partner filters and exclude these users from receiving the credit products
· Built the data pipelines to aggregate the user click stream session data using spark streaming module which reads the clickstream data from Kinesis streams and store the aggregate results in S3 and data and eventually loaded to AWS Redshift warehouse
· Worked on supporting & building the infrastructure for the core module of the Credit Sesame i.e. Approval Odds, started with Batch ETL, moved to micro-batches and then converted to a real time predictions
· Developed the AWS Lambda server less scripts to handle ad-hoc requests
· Performed Cost optimization reduced the infrastructure costs
· Knowledge and experience on using Python Numpy, Pandas, Sci-kit Learn, Onyx & Machine Learning
· Worked on building the data pipelines using PySpark (AWS EMR), processing the data files present in S3 and loading it to Redshift
· Other activities include supporting and keeping the data pipelines active, working with Product Managers, Analysts, Data Scientist & addressing the requests coming from them, unit testing, load testing and SQL optimizations in DB2 server.

Environment: Groovy, Python, Flask, Numpy, Pandas, DB2, Cassandra, EMR, Spark, Kinesis, Redshift, EC2, S3, Beanstalk, Lambda, data pipeline, cloud-watch, Docker, Shell scripts, Looker.


Title: Data engineer 		              						              July 2017 - Dec 2017
Client: IAGON

Responsibilities:

· Responsible for designing and creating a technical specification document by decoding existing EDC (Enterprise Data Cube) system.
· Performed research to identify source and nature of data required for ETL solutions.
· Extracted data from SFDC (Salesforce Data Center) source system and loaded into SQL Server using DB Amps.
· Added new dimension attributes & KPIs to existing Multi-Dimensional Enterprise Data Cube as requested by business stakeholders.
· Extracted Code from existing Tableau & Power BI reports which are frequently used across the organization for EDC - UDA migration.
· Worked with data warehouse architect to identify data quality issues and design processes and procedures to improve/maintain quality.
· Extensively used Cisco Tidal Job Scheduler for scheduling, monitoring the SQL jobs on daily/weekly/Monthly basis.
· Designed and created Data Marts, Databases, Indexes, Views, Aggregations, Stored Procedures, Partitions and Data Integrity.
· Developed custom stored procedures for delta loads, functions, triggers using SQL, T-SQL.
· Performed performance tuning of stored procedures using SQL Server Profiler
· Used Query Analyzer, Profiler, Index Wizard and Performance Monitor for performance tuning on SQL Server
Environment: SQL Server 2017, Tableau, Power BI, SFDC, SQL, T-SQL, Hive, Microsoft Business Intelligence Studio, Microsoft Visual Studio Data Tools, Hue, Power BI, Tableau, SQL Profiler, Database Engine Tuning Advisor, Jira, GIT Hub, SharePoint, Windows 10, Tidal

Title: Project Manager		              						              Aug 2015 - June 2017
Client: OPEN VENTURES INC.


Responsibilities:

· Drove the execution of all product lifecycle processes for products, including product research, market research, competitive analysis, planning, positioning, roadmap development, requirements development, and product launch. ·
· Led the creation of ecommerce and e-wallet platform Swipe Rewards building integrations from Payrix and Splash Payments - a Worldpay affiliated company. 
·  Implemented a PCI-DSS compliant system in record time and budget where it was done in 7 months and at a cost of 1/10th the normal implementation cost. · Involved in the utilization of blockchain in various projects for media company DoGood Media which works with Paypal, General Motors and Nielsen. 
· Help, build and manage technical roadmap for products including user validation, customer acquisition, and product transformation. · Analyzed consumer needs, current market trends, and potential partnerships from an ROI and build vs. buy perspective. 
· Involved in the creation of the system architecture and advising team on the technology stack, user interface and experience, and managing development cycles. 
· Translate product strategy into detailed requirements for prototype constructions and final product development by engineering teams. · Implement various Change Management processes to keep project within scope, budget and schedule. 
· Have successfully delivered most project within the time scope set out during the initial Project Plan






Title: Senior Data Engineer 		              				                  Mar 2014 – April 2015
       Client: MODERN COMPUTING SYSTEMS (MCS)


Responsibilities:

· Lead engineer for various GIS projects leading data acquisition and processing teams during project operations with lead uptime reliability of 99.95%. · 
· In charge of marine and offshore assets survey campaigns for some of the largest energy companies in the world including Chevron, BP, Saipem ENI, Shell, Qatar Gas and Ophir Energy.
·  Created various maintenance programs and protocols to main data persistency including improving on current data quality processes and methods to increase data quality during operations. 
· Worked on various data modelling processes to analyze data requirements needed to support business processes including but not limited to conceptual data modelling and logical data modelling to maintain compatibility and consistency through the projects and organization.


Title: Production Engineer	              						                 Jan 2012 – Feb 2014
Client: SAPURA ENERGY                           
Responsibilities:


· Lead Engineer for one of the largest work-package on Chevron/Bechtel USD34bil Wheatstone LNG project. · 
· Successfully delivered two multi-million-dollar work packages to client Shell one month ahead of schedule. 
·  Lead the turnaround of a project off-track by 3 months to deliver 95% of the agreed upon initial deliverables within key project deadlines. 
·  Improved bottlenecks within supply chain by utilizing various technologies and process improvement methodologies, optimizing the end-to-end delivery by more than 50%.
