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SUMMARY:
· 14+ Years of experience in Software Engineering, System Architecture, and Development, including leadership roles in tech giants like Meta (Facebook), Microsoft, and 7-Eleven R&D.
· Expert in developing and deploying Generative AI solutions, leveraging advanced Large Language Models and deep learning techniques to create innovative applications that enhance natural language understanding and content generation.
· Led the team from initiation to Go-Live for 7-Eleven’s innovative Cashierless Store, garnering coverage from prominent tech media outlets such as TechCrunch, NBC, and others.
· Hold 17 patents in Data Processing, IoT, Image Recognition, and Machine Learning, highlighting a strong track record of innovation and creativity in solving complex technical challenges.
· Well-versed with SAFe/Agile methodology for more than 9 Years of building large scale distributed systems projects dealing with features, dependencies and stories for PI planning and Sprints.
· Proficient in analyzing, cleaning, and wrangling big data, implementing engineering pipelines, and handling huge datasets using Pandas, Numpy, Scikit-learn, etc.
· Expertise in machine learning algorithms, statistical analysis, predictive modeling, and data visualization with Power BI, contributing to the entire data science project lifecycle.
· Developed chatbots using spaCy for NLP, enabling natural language interaction and intent recognition.
· Strong implementation skills in Python, REST APIs, Microservices Architecture, Flask, FastAPI, and Django, ensuring efficient development and deployment of applications.
· Experienced in containerization of applications using Docker and orchestration systems like Kubernetes, enhancing scalability and performance.
· Extensive experience with big data tools like PySpark, Kafka, and expertise in computer vision technologies such as OpenCV and Unity.
· Demonstrated strong communication, problem-solving, analytical, and leadership skills through effective engagement with multiple stakeholders in projects.
· Experienced in Test Driven Development (TDD) and behavior-driven development (BDD), adhering to best coding practices and ensuring high-quality code.

EDUCATION:
Bachelor of Engineering (Hons.) in Computer Science Engineering from BITS Pilani, India - 2010

TECHNICAL SKILLS:
	Languages
	Python, Java, JavaScript, C#, C, SQL, Lua

	ML and Data
	PyTorch, Jupyter, Pandas, Numpy, Scikit-learn, spaCy, NLP, Power BI, 

	Cloud Tech
	AWS (SageMaker, Bedrock, Lambda, Kinesis, DynamoDB, SNS, CDK etc.)

	Web Tech
	NodeJS, React JS, HTML, CSS, Tailwind

	Databases
	MongoDB, DynamoDB, Postgres, MySQL, Hive

	IoT
	IOT Core, Raspberry Pi, Arduino, ESP8266

	Frameworks
	Spring Boot, Gradle, Junit, FastAPI, Flask, Django

	Big Data
	Apache Airflow, Kafka, PySpark

	Computer Vision
	OpenCV, Unity

	CI/CD, DevOps & Other tools
	Jenkins, Docker, VS Code, Eclipse, Git, Postman, Jira, Confluence, SonarQube, Splunk, ELK, Prometheus, Grafana, Swagger



PROFESSIONAL EXPERIENCE:

Employer:	Eniac Systems - Edison, NJ				   		Mar 2024 – Till Date
Role:		AI ML Engineer - Consultant
Client:		TensorIoT, Inc.
TensorIoT:  TensorIoT, AWS Premier Tier Services Partner, specializes in developing and integrating IoT and AI-driven solutions, connecting devices to create intelligent, scalable systems. Leveraging cloud platforms and cutting-edge technology, they have enabled over 150 clients to optimize operations and unlock new capabilities through smart, interconnected devices.

Project: FlexGen - Generative AI-based Modbus Registry System Enhancement
Led the enhancement of FlexGen’s AI-driven Modbus registry system to automate document comparison, streamline vendor onboarding, and improve data transformation workflows. The project involved fine-tuning a Large Language Model (LLM) using AWS services like Bedrock, SageMaker, and Lambda to automate detection and configuration processes, ensuring scalable and efficient operations.
Responsibilities:
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]Fine-tuned a foundational LLM to automate change detection in Modbus register mappings, leveraging Amazon Bedrock for model deployment and customization.
· Developed and integrated a Hugging Face Gradio based user interface within Amazon SageMaker for efficient data transformation and streamlined user interactions.
· Designed and implemented a serverless architecture using AWS Lambda to automate backend processes triggered by document uploads to Amazon S3, with persistent data storage in Amazon DynamoDB.
· Orchestrated infrastructure provisioning and management using AWS CDK, ensuring consistent and scalable deployments across multiple environments.
· Conducted comprehensive knowledge transfer sessions, delivering detailed documentation and user guides to FlexGen’s team, ensuring smooth operation and future scalability of the system.
· Ensured robust security and compliance by integrating Amazon Cognito for user authentication and authorization, safeguarding sensitive data and system integrity.

Environment and tools: Amazon Bedrock, SageMaker, Lambda, S3, DynamoDB, CDK, Cognito, Gradio, Python

Project: EVERSANA - AI-Driven Document Redaction Solution for PRCI’s regulatory compliance.
I led the development of an AI-driven solution to automate the redaction of sensitive information from documents, ensuring compliance with Health Canada PRCI’s regulatory framework. The project involved fine-tuning a Large Language Model (LLM) and integrating it with a Reinforcement Learning with Human Feedback (RLHF) framework for enhanced accuracy. Leveraging AWS services, the solution provided automated classification, redaction, and reporting of personally identifiable information (PII) and business information (BI).

Responsibilities:
· Spearheaded the customization and deployment of LLMs tailored for PII and BI redaction, leveraging Amazon Bedrock's capabilities.
· Developed and integrated automated document redaction pipelines using AWS Lambda, dynamically handling workflows based on Amazon S3 triggers.
· Architected a robust and scalable backend infrastructure using AWS CloudFormation, ensuring seamless and repeatable deployments.
· Engineered detailed report generation workflows using LLMs to enhance transparency in the redaction process, supporting audit trails and regulatory reviews.
· Conducted hands-on training and documentation sessions, ensuring seamless knowledge transfer and operational autonomy for EVERSANA’s team.
Environment and tools: Amazon Bedrock, SageMaker, Textract, Lambda, S3, DynamoDB, CDK, Cognito, Python
Project: Noetik: Large scale GPU training efficiency improvement
TensorIoT collaborated with Noetik, an AI-native biotechnology company in helping with its mission to leverage advanced AL, ML methods to discover and develop cancer immunotherapies.

Responsibilities:
· Develop and implement cutting-edge masked transformers based generative AI models that train efficiently on multiple nodes using Nvidia H100 GPUs on a huge and complex multi-modal dataset.
· Collaborate with a cross-functional team, including neurologists and data scientists, to improve the training efficiency of Masked Auto Encoder model.
· Profile the complex ML pipeline to identify and optimize GPU utilization during training and inference.
· Improve the training efficiency by fixing data loading bottlenecks of large and complex bio-imaging dataset.
· Leverage AWS Sage Maker to scale the training and inference of immunotherapy models.

Environment and tools used: Python, PyTorch, LangChain, Ansible, AWS S3, Sage Maker.


Employer:	Meta (aka Facebook) - Palo Alto, CA					 May 2021 – Mar 2024
Org: 		AI Infrastructure & Ranking for Ads
Role:		Software Engineer (Level 5) - Fulltime

Description:	Ads ML Infra owns the lifecycle of some of the largest ranking models in the world that are responsible for >40% of Meta's ad revenue. The platform provides hundreds of ML engineers and Research scientists an easy to author interface by abstracting the complexity of building, offline training, validating, improving huge ranking models in parallel. 

Responsibilities:
· Innovated and optimized the ML Infra platform, leveraging state-of-the-art techniques in machine learning and artificial intelligence, resulting in significant improvements to the efficiency and performance of some of the world's largest ranking models.
· Spearheaded the collaboration with Research scientists and ML engineers to seamlessly transition experimental changes to the production environment, utilizing a large-scale concurrent model development process rooted in AutoML. This dynamic approach led to an average quarter-over-quarter (QOQ) growth of approximately 1% at Meta's unprecedented scale, demonstrating a commitment to continuous improvement and impact on business outcomes.
· Played a pivotal role in leading and mentoring a high-performing team, overseeing the ramp-up and growth of team members. Fostered a collaborative and innovative environment that encouraged the exchange of ideas and expertise, contributing to the team's ability to address complex challenges in the ad tech industry.
· Implemented robust testing and validation processes within the ML Infra platform to ensure the reliability and accuracy of the deployed machine learning models. Utilized cutting-edge tools and technologies to automate testing procedures, significantly reducing the risk of production issues, and ensuring a seamless user experience.
· Revolutionized model lifecycle management by introducing a novel approach that meticulously tracks features, data, and architecture across multiple stages and model refresh iterations.
· Actively participated in the evaluation and adoption of emerging technologies and frameworks in the machine learning space, ensuring that the ML Infra platform remained at the forefront of industry advancements.
· Ensured that the training data is compliant with HIPAA, GDPR, and PCI data privacy policies.
Environment and tools used: Python, Equivalents of: Airflow, PySpark, HiveQL, gRPC.


Employer:	7-Eleven R&D - Irving, TX						   Sep 2018 – Mar 2021
Org: 		Research and Development Division
Role:		Software Dev. Engineer II – Contract & Fulltime

Description:	Cashierless convenience stores are unmanned stores where the traditional checkout process is absent and is replaced by intelligent systems that always know what each customer has shopped. It uses cutting edge computer vision, artificial intelligence, and wide variety of hardware sensors to achieve a frictionless and magical experience for the user.
Responsibilities:
· Spearheaded the integration of cutting-edge computer vision technologies into the 'Cashierless convenience store experience,' ensuring seamless and accurate recognition of customer shopping activities.
· Collaborated with cross-functional teams to design and implement robust backend systems using Kafka, PySpark, and AWS services, contributing to the overall efficiency and scalability of the cashierless store infrastructure.
· Innovated and optimized algorithms for intelligent decision-making based on the fusion of data from various in-store sensors, enhancing the real-time responsiveness of the system and improving the overall user experience.
· Designed and implemented a NLP chat bot for store personnel to quickly resolve order issues
· Mentored and guided junior developers within the team, fostering a collaborative and innovative environment to continuously refine and enhance the cashierless store technology stack.
· Conducted regular code reviews and implemented best practices, ensuring the high quality and maintainability of the codebase, while also addressing performance bottlenecks and scalability challenges.
· Collaborated closely with product managers to gather requirements and translate business needs into technical solutions, ensuring alignment with the overall strategic goals of the cashierless store project.
· Stayed abreast of emerging technologies and industry trends, providing recommendations for the adoption of new tools to further enhance the efficiency and capabilities of the cashierless store system.

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Environment and tools: Python, PySpark, Java Spring Boot, JavaScript, Spark Streaming, Spark ML, Kafka, Docker, Raspberry pi, Node JS, spaCy, NLP
Media Coverage: CBS, Verge, TechCrunch, Business Insider, NBC



Employer:	Microsoft – Hyderabad, India						May 2016 – July 2018
Org: 		AI and Research Group
Role:		Software Dev. Engineer II - Fulltime

Description:	Bing – Local: A vertical in Microsoft’s Bing search serving search queries that have intent of location, like ‘restaurants near me’. Bing Local serves about 15% of billions of Bing searches. It provides billions of users with rich and efficient search experience and millions of business owners to list their information and connect to their customers. I worked on building a data pipeline, machine learning models to increase the quality of the data and to surface the most relevant search results.

Responsibilities:
· Responsible for data aggregation, data pre-processing, missing value imputation, data enrichment, end user data quality. 
· Developed efficient and intelligent data pipelines using Python and Spark for Bing.com
· Architected the data pipeline for ingesting and processing multi million records to Bing.
· Used machine learning techniques to conflate data from various providers and implement multi-level rankers to serve search queries using Scikit learn.
· Developed several dashboards that handle huge data sets for business reports, quality control of Bing local data.
· Implemented text-mining from user feedback to automatically enrich data.
· [bookmark: _heading=h.gjdgxs]Designed and deployed a classifier for identifying junk data and businesses closed in the real world with accuracy of > 90%.
· Achieved the goal of bringing up the quality of top entities across 4 markets from ~80 to 98% in just 14 months that directly contributed to a hike in customer satisfaction.
· Implemented a conversational chat bot with Microsoft Bot Framework which uses AI, NLP technologies to lets business owners manage information about their business in Bing Local search results.
· Produced high quality datasets that are used to train many new models.
· Hands on with deploying cloud services and REST API endpoints on Azure.
· Mentored new hires and managed a team of vendors.

Environment and tools: Python, PySpark, .Net, JavaScript, Azure Data Lake, Hadoop, Hive, T-SQL, U-SQL
Products: Bing Places, Bing - Local




Employer:	Pega Systems – Hyderabad, India	      	 			    Jan 2012 – Apr 2016
Org:		Core Engine
Role:		Sr. Software Engineer - Fulltime	

Description:  Pega is a business processing suite that empowers businesses to easily extend and rapidly deploy applications to meet strategic business needs. It is built on a rule-based engine that forms core of various products of Pega such as PRPC, Business Process Management Suite, CRM, Decision Management, Case Management etc. Pega’s products are used by most of the ‘Fortune 500’ companies for their business needs.

Responsibilities:
· Architected cloud integration and intelligent decision-making capabilities of Pega
· Designed and developed various core functional modules of the rules engine and exposing API for the numerous features to be used by many Pega products.
· Implemented ‘next best action’ prediction capabilities for CRM offering.
· Built a customer segmentation model from the stage of hackathon, trained, and integrated into multiple products and is successfully used by insurance giants like AIG.
· Replaced legacy object pools with self learnt and usage aware alternatives that fixed critical and long-standing performance issue in the product.
· Tracked and fixed performance bottle necks in the core engine.
· Responsible for the API layer for the core engine that is exposed to all outer layers of the product and integration with external applications.
· Built an OCR recognition capabilities to integrate and onboard legacy systems.
· Added capabilities of integrating external systems with modern protocols like OAuth.
· Participated in functional design discussions to produce most efficient algorithms.
· Provided engineering support and provided solutions to real time problems faced by production systems of world’s leading corporates.
· Took the initiative and spearheaded the task to create a framework for comprehensive live test suite that provides capability to run customer test suites on latest updates of the product. This has doubled the customer adaptability of new versions of the software.
· Lead a team of engineers, enable them to achieve their goals.
· Presented the platform capabilities to business partners and customers in tech conferences.
· Successfully completed ‘Career Accelerator Program’ which is a year-long commitment of rapid learning and delivery.
· Recipient of ‘Star Performer’ award for multiple times and three consecutive quarters once.

Environment: Python, PySpark, Java, JavaScript, PRPC, Spark Streaming, Spark ML
Products: Pega Cloud, Pega Robotic Automation 



Employer:	Publicis Sapient - Bengaluru, India		     			   Jun 2010 – Dec 2011
Client:		JCPenney
Role:		Associate Technology - Fulltime

Description: Publicis Sapient enables some of the world’s biggest corporations build their digital experiences and customer centricity. I worked with retailer JCPenney in building their omni-channel online experience.

Responsibilities:
· Developed various functional modules of the digital platform using ATG framework.
· Responsible for “My Account” section of the website which handles millions of user accounts, their orders.
· Developed store locator with integrated Google maps for hundreds of the retailer’s stores.
· Built a comprehensive test suite that targets maximum code coverage and enables continuous deployment.
· Participated in technical walkthroughs and code reviews of other team members’ components, test plans and results and help them with gaps.
· Conducted and participated in knowledge sharing sessions with the team.

Environment: Java, ATG, J2EE, JQuery, AJAX, JAXB, Web sphere App. Server, SoapUI, SQL Developer 
Product: JCPenney’s omni channel experience



NOTABLE ACHIEVEMENTS:
2019-2023: 17 Data processing, IOT, Image recognition and Machine learning related patents issued.
2012-2016: Received ‘customer obsessed’ recognition multiple times for efforts and initiatives in engineering customer support in Pega Systems.




